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1 Introduction

We consider a stock market model where traders’ analysis of past market data and the
long-range percolation communication system between traders bring a single stock price
process. In the theory of econophysics, they present financial market models with mathe-
matical tools from statistical physics and try to explain the economical phenomena, e.g.,
using truncated Lévy flight [MS94], herding approach [CB2000] or square lattice percola-
tion [T2002], etc. The balance of microscopic traders’ transactions in a financial market
reflects fluctuations in a macroscopic stock price.

Usually, the market is somewhat efficient and traders are rather rational, the loga-
rithms of the price change may be expected to distribute Gaussian. Traders, although,
could not be always rational, they may follow uncritically the trend in the market and
cause a large fluctuation, the logarithms of the price change deviates from Gaussian or
has fat tails [M63].

In this article, we suppose there are two types of traders: one type of traders called
group A decide their trading strategy by analyzing past market data, another type of
traders called group B receive a news of the market from the long-range percolation
communication system and obey it unquestioningly. At each discrete timeu =1,2,...,n,
a trader gives an order to a broker to purchase or sell the stock, or does not give an order
after his market expectation. The stock price will rise when there are much more purchase
orders than sell orders, and otherwise it will fall. We obtain the discrete time stock price
process up to time n, and as we take a scaling limit of it as n approaches to infinity,
we will construct a continuous time stock price process. Moreover, the limit stock price
process is a Lévy process, occasionally the price will have a drastic change and exhibit a
fat tail.

In group B, there are countably many traders, who are located in a line Z. At each
time, a trader in the origin receives a good news with probability 4+ or bad news with
probability 4~, or does not receive any news with probability 1 —* —~~. We denote the
types of news reached to the trader in the origin at time u by a random variable @,,, and we
represent &, = -+1, —1 or 0 for good, bad or no news, respectively. Then the trader in the
origin announces the news if he receives it to other traders in group B via the long-range
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percolation communication system between traders in this group. At each time, a pair of
trader {z,y} (x,y € Z) make contact with each other with probability p if |z — y| = 1,
otherwise with probability 8]z — y|~2 where 8 > 1 and share the news if at least one of
them knew it. We suppose p = p(u) € [0,1) depends on time u and we call it the nearest
neighbor percolation probability. If a pair of trader {z,y} (z,y € Z) make contact with
each other at time u, we write &,(z,y) = +1; otherwise we write @&, (z,y) = 0. In this
communication system, a pair of traders may communicate frequently when they stay
close to each other, although become estranged as getting away. Traders belong to the
same communication component with the trader in the origin receive the news, and other
traders do not. Let N, be a positive integer increasing in n and By, = [-Ngp, N, ]NZ
a set of selected traders includes one in the origin. We denote Cy, a random set of the
selected traders who receive the news. The trader in the origin representing group B gives
an order to a broker to purchase or sell the stock of amount in proportion to a ratio of the
number of the selected traders who received the news to the total number of the selected
traders, or does not give an order, provided that he receives a good or bad news, or dose
not receive any news, respectively. Hence, the order of the stock which the trader in the
origin gives at time u is
_ |Cn.|

< Gy >=wu|BN i

We think the trader in the origin plays the role of a advisor or a fund manager.
Let § be a positive constant with 0 < 6 < -% We define the stopping times T}, and Uy

by

uw
Ti(@) =minfu>1: Y <dy,_+¢ >>n},
£=1
Ur(@) = Up-1(@) + Ti(@),

for k > 1, and for k = 0 we set Tp(@) = 0 and Up(w) = 0. Let ¢ = 1/2 — 6. Then we
decompose the set of discrete times {1,...,n} into random intervals I¢(1),...,I2(n?+1)

where
I,;,(k) _ {Uk_l((:})-i'l,...,Uk(G))}, for k= 1,...,nq,
n T {Une(@) +1,.. .0}, for k=n?+1.

It is known ([NS86, AN86, GKN92]) that there exists a critical value p.(8) € (0,1)
for the long-range percolation model such that there is a unique infinite cluster almost
surely if p > p.(B), otherwise there is no infinite cluster. Moreover this critical phe-
nomenon is of the first order, in the sense that the probability that the origin belongs
to an infinite component is a discontinuous function of p at critical value p.(B). Let
{pr : £=0,1,...,n9+1} be a increasing sequence in [0,1). We suppose p;, is subcritical
if k < n9, and pnes1 = pc(B). At time u, we take the nearest neighbor percolation proba-
bility p = p;, provided that u belongs to I (k). After U,q(®), infinitely many traders shall
know the news, a rush of orders from traders in group B cause a financial discontinuity.

Group A consists of N traders. At each time, a trader in this group places an pur-
chasing or selling order with a broker for the unit stock, or does not place any order in
accordance with his trading strategy. Traders will act on the mutual interaction, their
behavior suppose to be described statistically by a Gibbs distribution. We denote the type
of order of the trader i = 1,..., N at time u by a random variable w, (). We represent
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wy (i) = +1, —1 or 0 for an order of purchase or sell the unit stock, or no order, respectively.
Let w; be the number of traders in group A gives an order for purchase the unit stock at
time u, and w; for sell. We denote the market participants by |w,| = (W +w] —do) A0,
where dy > 0 is the inefficiency of the market. We denote the surplus order of purchase
by

wi — wy — dy, if w —wy > dy,
Wy >= —(w;—w:f—do), ifw;'_w:->d0,
0, otherwise,

Let fi(z,t) and fo(z,t) be functions on R x [0, 1] and continuous in t. At time u, if u
belongs to I2(k), then we define a local Hamiltonian by

HY?(w) = fi|wul® + Bo@(wnlwl - -, 5—1)
- ﬁ3f1(|wklu,m k/nq)lw'u. \/-f2(< w >u,a k/n ) < Wy >,

where ,31, B2, B, Ba are POSltIVe constants wf = wWelgeersk)ys |w* ’u,a wh_ol 4+ -+ |wk_y]
and < w Sue=<wk_, >+ + <wk_;, > A Hamiltonian is given by

n

Hw) = ZH“"D(w).

u=1

For a given positive constant 7. Let f3(t) > 0 be a continuous function on [0, 1} such

that
-/0 f_3(v—)dv =T.

The stock price S, at time u is defined by S, = Sy exp{co(< wy > + < &, >)} where
co > 0 is the market depth. This implies that S, = Spexp{co Y pey (< wh > + < Dy >)}.
For t € [0,1], we denote k = k(n, t) if [nt] € I2(k). Let X = (W™ + W™)//7 be a
scaled process, where

[ k(n,t)

Z Z <wy >, if k(n,t) <n9,
(n) _ k=1 ueld(k)

VVt J Upg+nt—?
Z < Wy >, otherwise

\ u=1

and Wt("’) is defined in the same way as Wt(") . Then we assume some additional conditions
and take the limit as n tends to infinity, using the cluster expansion technique ([P91]), we
will obtain a stock price process S; = Sy exp{coX;}, here X, is a Lévy process. We will
show the scaled process Xt(") converges in finite dimensional distribution to the process

t 7 t
Xe= [ (uao) + pa(e))do + [ o(0)aBy + Bl
0 4]

where B, is a standard Brownian motion. Group A contributes toward the trend term
pa(s) and the volatility term o%(s) of the price process; Group B contributes toward the



232

trend term pp(s) and the jump term Al }:

pa) = e 3 < A> £ A sO)a( e 0 B )

i(A)=0

pa(t) = fa(s(t)),

Gi(t) = Z < AS? ¢0(A)eﬁ3f1(A,3(t))
i(A)=0

fa(s(t)).

a’(4)
Al

2 Model

In group B, there are countably many traders, who are located in a line Z. Let @, be the
type of news at time v = 1,...,n in group B. We denote &, = +1, —1 or 0, if the trader
in the origin receives a good news, bad news or no news, respectively. The configuration
space of the type of news is Q,, = {+1, —1, 0}". We suppose that {@,} are independent,
that is each news arrives independently.
At each time u = 1,...,n, a pair of traders {z,y} (z,y € Z) is said to be connected
1f they make contact Wlth each other, and we write @,(z,y) = +1; otherwise we write
@y(z,y) = 0. The configuration space of communication system is Q,, = {0, +1}"*®, where
]B {{z,y}|z, y € Z} is the set of all pairs of traders. We suppose that {&({z,y})} are
independent in a pair of traders {z,y}.
The configuration space of group B is {2, = O, x ),. We denote an element of ), by
= (@y,@y). A probability measure P(&,) on €, is defined as follows:

P(‘D‘u = +1|(2)1, cee 7‘:)14—-1) = ’}’+(‘U),
P(‘Du = _1|‘:)1a s ":’u—l) = ’Y—(u),
P(@y = 0|y, ... @ym1) = 1 — 4T (u) — v~ (u),

where v+ (u) € [0,1] and v~ (u) € [0, 1] are the probability a good and bad news arrives at
time u, respectively, we call them news parameters. The activity v*(u) + v~ (u) of group
B is less than 1. '

f’(&u({x1y}) = 0|y, ... yWy—1) =1— p(au({ma y}) = +1|dy,. .. y Wu-1),

and

~ = | p(w), (lz -yl =1),
P(wu({xa y}) +1d1,y ey Gymr) = { Bz — yl—2 (lz -yl > 2),
where 8 > 1 is a fixed constant, and p(u) (0 < p(u) < 1) is a constant, which we ca.ll the
nearest neighbor percolation probability. We sometimes denote P when we fix and omit
the time u and we focus on the nearest neighbor percolation probablhty .

We denote z « y if z and y belong to the same connected component (at time u), that
is, there are z = zg, 71, ...,k = y € Z such that &, ({z¢-1,2,}) =+1forall=1,...,k.
Only the traders who belong to the same connected component with the trader in the
origin receives the news. The set of the all traders who receives the news is

Coo = Co(0) = {z € Z|0 > z},
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where 0 is the origin. We also denote C(z) the connected component, which includes
x € Z. Let N, be a positive integer specified later, and let By, = [~ N,, N,] N Z be the
selected traders, includes the trader in the origin. The set of the selected traders who

receives the news is
CNu = {x e BNn |0H x}‘

The amount of the order, which the trader in the origin gives, is

lC
<y >= @O N"I.

| Bn,,|

We assumed that the news will spread over group B via the specific long-range perco-
lation model. It is known that this kind of model exhibits the first order phase transition.
We state some known results on this model as follows.

Theorem 2.1 ([AN86], [GKN92], [NS86]) For B > 1, the following holds:
(1) There exists a critical value p.(3) € (0,1) depending on B such that

» =0, c ﬁ )
Pp(!cool = 00) { > 5—1/2, g ;f’czﬁgg

(2) For p > p.(B), there is a unique infinite cluster almost surely.
(3) Forp < p.(B), there is a constant c;(p, B) < 0o dependz'ng.on p and B such that
7(z,9) < a(p, Bz —y|™* for any z,y € 27,

where 7(z,y) = P(z < y) is the connectivity function.

Let 1 < A < 1. Weset c;(p, ) = p+ /4 and

a0 G )

for each n € N. Since 16¢c2(p.(8) — €, 8)*/c1(p:(8) — €, 8)? < oo for each p < p.(B) and
limp 0 7212 = 00, we have

e(n) — 0, as n — 0o.
We note that

16cy(pe(8) — £(n), B 1 _ 1
@D 08—, B B S T

holds for each n € N. Number of traders in group B is given by

No=inf {N €N : By om H-%-'l] <n.
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Proposition 2.2 If n is sufficiently large, then we have

(2.2) Ey.(0)-c(n) H(,f” H ;:L: - 0(,,%)
(2.3) Ep.(6)-e(n) [ :gN"i:] < %.
Proposition 2.3 For every 8 > 1, if p 2 pc(B) then we have
(2.4) B[l > g7

(25) &y [[L] > g

Let & be a positive constant with 3 < § < . We define the stopping times T}, and Uy,
by

u
Ti(@) =min{u > 1 : Z 3 S

u=1

Un(@) = Ur1(@) + (@),

for k > 1, and for k = 0 we set To(@w) = 0 and Up(®) = 0. Let ¢ = 1/2 -6 (< J). We
decompose the set of discrete times {1,...,n} into random intervals I¢(1),...,I2(n?+1)

where .
{Uk1(@) +1,...,Ue(@)}, fork=1,...,n9,

I,‘;’(k):{ {Uns(@) +1,...,n}, for k=n?+1.
Let {px : k=0,1,...,n7+ 1} be a increasing sequence defined by

[Cn, ] o sup{fa(t) : t € [0, 1]}
1nf{p>0 E ['Ban] 2 7 }
and
— { po+p°(ﬂ) "E(")—p"k, if k < nd,
Pr= n4
p(8), if k=n?+1.

At time u, we take the nearest neighbor percolation probability p(u) = p, provided that
u belongs to I@(k). Note that p,e = p.(8)—¢e(n) approaches to p.(8) as n tends to infinity.
By noticing that from Proposition 2.2 we have

sup{fs(t) : t € [0, 1]} ICna]7 . 1
2 o <E,,k[lB |]<?z7 for k < nf,

we take the news parameters v (u) = v, and 7y~ (u) = v~ at time u satisfying

1 k .
a . A C n —_—fS ("‘), lfkana
Bl< o, ] = (= v [igel] =4 V3 \
ifk=n94+1.

nl

nl/2=X

provided that u belongs to I®(k), where h € R is a constant. We note that v+, > v,
whenever k < nf.
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Lemma 2.4 If
(2.6) 0<e<d/2,

then forany k=1,...,n9,
' né+1/2
fs(k/n9)

for a sufficiently large n, where c is a positive constant.

T, — l > n&/2+1/2+s) < c
nZe

(2.7) P, (

We call r = {r;}}2, an admissible sequence if

n6+1/2 §/24+1/2+€ for all k& q
Tk — ————<| <N or =1,...,n
7 falk/n9)
Fork=1,...,n% weset s, = r1+7ro+---+7 and let I(k) = I,(k, r) be a set of consecutive

numbers {sg-1 + 1,81+ 2,..., 8}, and we write I(n? +1) = {an +1,...,n}. For an
admissible sequence r = {rk} " 1, we have

n? nd+1/2

Ty Tre = Z fg(k/n‘l) + o(n)
= n’*!/?ns Z n f5(k /nq) + o(n)

n/o @) + o(n) = n71 + o(n).
Corollary 2.5 If
(2.8) 0<g/2<e<d/2,
then we have
(2.9) P{T.}L, is an admissible sequence) — 1 (n — oo).

Group A consists of N traders. We represent w,(i) = +1, —1 or 0 for an order of
purchase or sell the unit stock, or no order, respectively. So the configuration space of
positions for group A is Q, = {+1,—1,0}"*". Let w} and w] be the number of traders
in group A gives an order for purchase and sell the unit stock at time u, respectively. Let
us fix a positive constant dy. We denote the market participants or activity of group A by

lwy| = wy +wy —do, if Wl +wy >dy,
170, otherwise,

and the surplus order of purchase by

wh —wy —dy, if wl —w; > d,
<wy>=¢ —(wy —wl —dy), fw;—wi>dy,
0, otherwise.
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We say w, is active or group A is active at time u if |w,| # 0, otherwise, we say it is static.
A Gibbs measure on €2, with respect to & € €, which reflects the trading strategy of
the traders in group A, is defined by

P e )]

n

where Z¢ is a normalized constant. A Hamiltonian is given by

How) =Y H*(w)

u=1

A local Hamiltonian which describes the traders’ behavior in group A at time u in
random interval I2(k) is given by

Hu’a(w) = ﬁl""ﬁt‘z + ﬁ2¢(wulw1’:—aa ceey W 1’:—1)

- ﬂ3f1(‘wk|u,aa k/nq)|wu‘ - \/-f2(< w >u a) k/’l’t ) < Wy >

where Sy, B2, (s, B4 are positive constants. The first term keeps control over the activity
of group A. The second term represents the trading strategies, traders analyze past a time
steps’ data within the random interval IZ(k), where w§ = wyl{sera(x)) is the restriction
of wy to I(k) and a is a positive integer. The third term plays a key role to generate
the volatility of the stock price, where fy(z,t) is a real valued function on [0, c0) x [0, 1],
which is continuous in ¢, and |[w*|y g = |wk_,| 4+ -+ + [wE_,|. If fi > O then the activity
is increasing and cause a large volatility, otherwise the activity is decreasing and cause
a small volatility. The fourth term plays a key role to generate the trend of the stock
price, where fy(z,t) is a real valued function on R x [0, 1}, which is continuous in ¢, and
< Wk >ye=<wk_, > +---+ <wk_| > If f, > 0 then the stock price process will be in
an up trend, otherwise in a down trend. We assume that the local Hamiltonian satisfies
the following conditions (A.1)-(A.5),

(A.1) If w, is static, that is jw,| = 0, then

S(wylwk_,, ... Wk ) =0.
(A.2) For any w € §,,
q)(_wul u-—a’ ) wﬁ—l) = Q(""’ul""’fi—m R ’wk—l)i
where —wy, = (—wy(1), ..., —wu(N)).

(A.3) There is a positive constant ¢ such that
(Wl a) - -y wh-1)] < clwl”.
(A.4) There is a positive constant ¢ such that

|fi(z,t)] < cz for any z > 0.
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(A.5) There is a positive constant ¢ such that
|fo(z,t)| € c|z| for any z.
And fo(z,t) + fo(—z,t) > 0 for any z.
The coupling measure P on © x €, which describe the behavior of all traders both in
group A and in group B, is defined by
P(w,d) = PP(W)P(&).

When the total amount of the stock order < w, > + < &, > is positively large, it is
expected that there is a strong driving activity on the part of buyer and the stock price
is going to move in upper direction. On the other hand, market is going to fall when
< wy > + < W, > is negative. We define the stock price Sy at time u by

(2.10) Sy = eo(Swn>t<bu>)g

where ¢y > 0 is the market depth. Note that we think S, is the closing price other than
opening price. This recurrence formula implies for any u = 1,...,n

(2.11) Su = Spexp{cg Z(< w >+ <@ >}

=1

where S is initial stock price at time 0. ‘
A polymer £ with respect to & € {2 is a collection (n, b(£), k(£)) with the following five
conditions:

(P.1) k(€) € {1,2,...,n% + 1} and b(¢) is a set of consecutive numbers in I8 (k(8)).
(P.2) 7= {nu}uene) With 7, € {+1,—1,0}" for all u € b(¢).

(P.3) For each u € b(§), there is £ = 0,...,a with u + £ € b(€) such that w,., is active,
that is |wyie| # 0.

(P.4) Let ug be the left end point of b(£). If up # Ukg)-1 + 1, then n,,4, is active and
T+t I8 static for 1 =0,...,a — 1.

We denote D the set of all polymers.

A pair of polymers £ and ¢ is said to be compatible if b(£) N b(¢') = @. A family
of polymers {£'} is said to be compatible if each pair of polymers ¢* and & (i # 7) is
compatible. A pair of polymers £ and £ is said to be incompatible if it is not compatible.

Let mg be the number of static elements in {+1,—1,0}", which can be expressed by

N
mp= > Kk (N — ky — kg)!

k1+k2<dg

We denote the statistical weight of a polymer £ = (n, b(¢), k(¢)) by

(2.12) W(E) = exp{~|b(¢)|logmo — Y H"®(n)},
u€b(§)
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here, we regard n as an element in Q, with n, = 0 for u ¢ b(§), so that the expression
H"*(n) makes sense.

For given @ € Qand foru =1,2,...,n, we denote k(u) = 1,...,n?+1ifu € I? (k(u)).
Take w € Q,, a set

U {u—a,...,u—1u} NI®k(u))

u=1,...,n
wy, is active

is decomposed into the sets Wy, ..., Wy, of consecutive numbers and there is a increase
sequence {k;}7, of positive mtegers such that I2(k;) is a unique random interval includes
W;. Then for any w € €2, a collection of triples {&'}2; = {({wu}uew;, Wi, ki) }Z, is &
compatible family of polymers, we say w forms {£'}7,. For any compatible family of
polymers {£*}7,, we denote

PH(E!,...,€™) = PO forms {6'}2,) = 7z 5(E! - €7),

where

(2.13) E2E,....emM = > exp{-HW)}

WENn,
w forms {€*}7o,

For any compatible family of polymers {¢! = (n, b(¢), k(¢*)} and any w which forms
{e}m,, ifu € {1,...,n}\UZ,b(£"), then w, is static, so that H“%(w) = 0, and if u € b(¢?),
then w, coincides w1th 7t for i =1,...,m. Hence we have

(..., ¢m) = (Hexp{ -y H""’(n*)}) x e 1]
=1 ueb(¢)
This implies the polymer representation
(2.14) PO(El, ... &™) = = H W),
‘" g=]
where Z2 = Z2/m?.

We denote X’ the space of mappings A from D to N U {0} satisfying
|A] == A(£) < oo

£eD
We denote suppA = {§ € D | A(€) # 0}, A! = [Lcsuppa A6, B(A) = X ¢couppa 0(€) and

(4) { 1, if Al =1 and any pair of £*,£7 € suppA are compatible,
o =

0, otherwise.

Let G(A) be a graph whose vertex set is suppA and edge set is all incompatible pairs in
suppA. For any graph G, we denote |G| the number of its edges. The Ursell function

al (A) is given by
>

G'CG(A)
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where the summation is over all connected subgraph G’ of G whose vertex set is also
suppA. If aT(A) # O then there is a unique k(A4) = 1,2,...,n% + 1 such that b(A) is
included in I2(k(A)), since if such k(A) dose not exist then from the definition of the
polymer, G(A) is disconnected. Hence, for any A € X with a7 (A) # 0 we define

AAEA)/M) =) Y A7, k(A) /0T [nul AE),

£eD ueb(t)

Fa(AR(A) /) =Y Y fo< 1O >, K(A)/0%) < 1 > A(8).

¢eD ueb(f)

For any A € X, we write

<A>=) "D <> A, <A =) Y <m>PAQ).

£€D ueb(f) £€D ueb(§)
A function space L is given by

L={¢ : X > C; sup |p(A)] < oo for any n}.
|Al=n

An element ¢ € L is said to be multiplicative if
<,0(A1 + Az) = (p(Al)(p(Ag) for all A;, A, € X.
For any £ = (n, b(é)) k(&)) € D, put

$o(€) = exp [ — [b()|logmo — > {Bulml? + B2 | 1., D},

u€b(§)
$1(&) =exp [Bs Y fi(ln* @ ua, k(€)/n)Im],
ueb(t)
$2(€) = exp [ \/- 3 A< >y k€)Y <m > ].
u€b(£)

For any A € X, we set
¢o(A4) = H $0(6)4©,  ¢1(A) = [] 21049,  ¢a(A4) = [] #2(6)4®.

£eD ¢eD £eD

Note that ¢g, ¢; and ¢, are multiplicative functions. If o¥(A4) # 0, then
0i(A) = o (B (A KA/, x4) = exp { B pa waymn },

Proposition 2.6 (1) There ezisis By > 0 such that for any 51 > B, we have

0eb(A)
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(2) Forany 0 <c<1 and any By > Bo/(1 — c), we have

N e

Aex
0eb(A),|Alp2k

where

A= Y Y ImfAE).

‘ €=(nb(€))€D ueb(§)
(3) For any multiplicative function ¢ € £ and any By > fo,

(2.17)
5™ () BABDBA _ o[ 5 () BAHA o)

AeX o
= exp {: Z T(A) M_ﬁleﬂ&ﬁ(-“ k(A)/nq)eﬁ4f2(A k(A)/nq)/f]
Aex

Especially,

(2.18) 79 = exp [ Yo7 A)%(A)dn /(;4)¢2(A)]

AeX

3 Statement of Result

Let us denote that Y
W,,=Z<w¢>, W, = Z<wl>
=1

Then by (2.11), the stock price process is describe as S, = Spe0(WutWa),
For every t € (0, 1] there exists a unique k = k(n,t) = 1,...,n?+ 1 such that [nt] e
I2(k(n, t)). A scaled process {W™ }eepo,1y of {Wa}i_, is defined as follows: Set wm =
For t € (0,1]
W = { Woims i k(n,t) < nf,
Wy, g+n1-2, otherwise.

A scaled process {Wt(n)}te{o,ll of {W,}"_, is defined in a similar way. And let

X = \/_(W(n) + W),
For any t € [0, 7], we define s(t) € [0,1] as
s(t) 1
——dv=1t.
o fa(v)

Since f3(t) is a positive function, s(t) is well-defined. Then we have §'(t)/f3(s(t)) = 1,
thus we obtain

s(t) = fo fs(s(z))dz + C.
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Since s(0) = 0, we see that C is zero. Hence

(3.1) )= [ faola))da

From the definition of s(t),
s(t)n?

Z fs(u/ nq) ne

=t+o0(1l), asn— oo.

On the other hand, for any t < 7,

k(nt) 5172 Knd) 54170
n_{__ — k(n, t)nd/21/24 < [nf] < Z SR ; (n, £)n®/2+1/2+
o falu/n) L f3(u/n?)

Divide by n, since k(n,t) < n? and € < 6/2,
kgf) 1
& fa(u/n9)ns

Since f3(t) > 0, there is a constant ¢ > 0 such that

=t+ o(1).

1 k(n,t) &(t)nd

1 1 .
o) =2 Z fa(u/n9) Z f3 U/"q) Ik(n = o]

Hence we have
(3.2) k(n,t) = s(t)n? + o(n?).

We denote the trend terms and volatility term of limit price process as follow:

(3.3) pat) =P Y <A> fo4, s(t))%(A)eﬂsﬁ(A'*(*”E%Qfs(s(t)),

i(A)=0
(3.4) pua(t) = f3(s(t)),
T(A
(35  An=Y <4 %(A)eﬁaflwt»%Tlfa<s<t)>.
i(A)=0 ’
Theorem 3.1 For $ < § <}, 2 <A< iandq=3-4, the process Xt(") converges in

finite dimensional distribution to the process

(3.6) X = /ot(y,qy(v) + pp(v))dv + /Dt o%(v)dB, + hly=r}, forailt € [0,7],

where B; is a standard Brownian motion.
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Let {r;:i=1,2,...} be i.i.d. sequence of exponential holding times with mean 1/c,
and we write 7o = 0. When 7; < 1, the stock price is continuous on each random interval
(7:—1,7:), and it jumps at each random time 7;, and jumps are i.i.d. with distribution p.
The stock price process on (7;-1,7;) behaves just like on [0,71]. Then by using the same
argument in the proof of Theorem 3.1 repeatedly, we will obtain the following.

Theorem 3.2 The scaled process Xt(") converges in finite dimensional distribution to the
process

¢ ¢
X, = / (na(v) + pp(v))dv +/ 0%(v)dB, +Y;, foralltel0,1],
0 0

where the jump term Y, is a compound Poisson process, that is

Y, = f / & Np(dsdz),
[0.¢] J (—00,00)\ {0}

where Np(dsdz) is a Poisson random measure. The Lévy measure of Y; is u(dz) = cp(dz)
with ¢ > 0 and p((—o0,00)) = 1.
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