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Shimane University

In this paper we deal with bounded self-adoint operators or Hermitian
matrices. Let’s start with the definition of an o.m. function. Let f be a
real valued continuous function on an interval I. The functional calculus by
f induces a non-linear mapping on H,(I), which is the set of all Hermitian
matrices on n— dimensinal space. If the mapping preserves the order, then
f is called a o.m. function. We denote the set of all o.m. by P(I), and
the subset of non-negative functions by P (I). So a power function with a
exponent between 0 and 1 belongs to P on [0, o0); The inequality induced
from this is called Lﬁwx;_er-Heinz inequality.

It seemd that only one -mapping was considered so far. I tried to compare

two mappings. At first We noticed that for 0 £ A, B
A< B? = (A+1)P2 < (B+1)%
but the converse is not valid. We posed a problem by myself to seek a pair

of u,v s.t.

0 < A, B,u(A) < u(B) = v(A4) < v(B).

And We first considered the case both u and v are polynomials with positive

coefficients.
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1 A New Majorization

To study systematically We defined the set of the inverses of o.m. functions.
If the left extreme point a is finite, then these two sets are identical by natural
extension. Also we considered the set of a function whose logarithm is o.m. -
And we introduced the concept of & new majorization as follows:

h is said to be majorized by k and denoted by
h=<k

ifJCI, hok™ eP(k(J)).
This definition is equivalent with

K(A) < k(B) = h(A) < h(B).
Léwner-Heinz inequality says for 0 <a <1< 8
t*=<t=<t? ([0,00)).

We list several properties of the majorization.

several properties

(i) k* < Kk for any increasing function
k(t)20and 0 < a £ 5;

(ii) (transitive) g <h, h<k=>g=<k;

(iii) (invé.riant for homeomorhism) if 7 is an increasing function whose range
is the domain of k, then

h=Xk<= hor<kor
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(iv) if the range of k is'[0,00) and h,k = 0, then
h < k== h? < k2 |
Remark: Consider tandt—1on 1<t < oo.
t—1=Xtbut (t—1)2 A

(v) if the ranges of k, h are [0, 00), then
h<k, k=2h<h=ck+d
for real numbers ¢ > 0, d. |
Remark: The range condition is indispensable: in fact, t < 3, 15 <t

on [0, co).
The next lemma is very significant for our study, so We named it.

Lemma 1.1 (Product lemma)
Suppose —o0 S a < b S o0,
0 £ h(t), 0 £ g(t) on [a,b).
If the product h(t) g(t) is increasing and the range is [0,00) (or (0, 00) if
a=—co),
then |
g<hg=>h=hg.

Moreover

Y1i(h)2(g) S hg for 1, 2 € P[0, 00).
This lemma is subtle; so we give some examples.

© 1=t[0,00), t <1+t [0,00).
but. t A t(1+ t?) [0,00).
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o t=<t+1]0,00).
but, t? A (1 +1¢)? [0, 00).

Now we are in the position to state the main theorem.

Theorem 1.2 (Product theorem)
Suppose —o0 £ a < b < 0. [a,b) denotes (—00,b) if a = —oo. Then
LP.[a,b) - P7[a,b) C PI'[a,b),

P'[a,b) - P1[a,b) C PIY[a,b).
| Further, let h;(t) € P;![a,b) for 1 S i < m,
and let g;(t) € LP4[a,b) for 1< j < n.

Then for i, ¢; € P[0, 00)
ITn:) II1 g;(t) € P1'[a,b),

i=

t=1

TT wiha) T #5(as) = T 2 119
i=1

i=1 i=1  j=1

It is easy to see the following result is the special case of the above.

Corollary 1.3 Ando[l]
f(t) € P4[0,00) = tf(t) € P7}[0,00)..

He proved this by successive approximation. We could get the above theorem
by usi;lg successive approximation too. P7![a,b) is closed in the sense that if
a limit point of P1'[a, b) is increasing and the range is [0, 00), then it belongs
to P:'[a,b). However we can construct a sequence of functions in this set

which converges to (t — 1)4.
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2 Polynomials

- Let’s get back to the original problem. Now we can reach at the solution to
the problem.

For non-increasing sequences {a;}*, and {b;}~,,

u(t) = H(t-——a,-) (t 2 a1),
o(t) = H(t-b,-) = b).

Lemma 2.1 Suppose v < u for u and v.

Then m < n.

Theorem 2.2 Suppose m < 7.
SE LESE a(1SkSm)=v=u

i=1 =1

Recall the classical definition of submajorization for two sequences {a;}i; |
and {b;}7,. If they satisfies the above condition, it is said that {a:}%;

submajorizes {b;}i;.

Corollary 2.3 Let {p,}32, be a sequence of orthonormal polynomials with
the positive leading coefficient. Consider the restricted part of p, to [an, 00),

where a,, is the maximal zero of p,. Then
Dn—-1 = Dn.

As to a polynomial with imaginary zeros, we can get similar result:
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Theorem 2.4

n

u(t) = JJt-a) E2a),

1==1

[Te-a) (Rexst<oo)

Jj=1

g
~~
o~
~—r

I

where Ra; 2 Rag 2 --- 2 Ray,,m S n. Then
k k
D R EY g (1SkSm)=w=u
i=1 i=1

Theorem 2.5 Let p(t) be a real polynomial with a positive leading coefficient
such that p(0) = 0 and zeros of p are all in {z: Rz < 0}. Let q(t) be a factor
of p(t). Then |

p(Vt)® € P;'[0,00), g(t)* < p(t)?,
that is
p(A)’ Sp(B)? (0L A,B)= A?< B?, ¢(A)’ < ¢(B)>

Fuirthermore, if p(0) = p/(0) = 0, then

p(Vt) e P7}0,00), q(t) < p(t),
that is
P(A)=p(B) (02 A,B)= A< B? q(A) < q(B).

We was asked by S. Pereverzev and U. Tautenhahn if t*e~* ™ € P70, 00).

It is clear that t*e~*™" — 0 as t — +0 for a,B>0.
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Proposition 2.6 For0< S < a

t* < et

Moreover, if 1 £ a, then

t%et" € P71(0,00).

3 Operator Inequalities

Theorem 3.1 Let h(t) € P5[a,b), g(t) € LP.[a,b) and A(t) 2 0 on [a, ).

Suppose |
h =< h.

Then the function ¢ defined by ¢(h(t)g(t)) = h(t)g(t) belongs to P[0, o),
and satisfies .
o(9(A)¥h(B)g(A)?) Z g(A)4R(B)g(A)%,

L (g(B)3h(A)g(B)?) £ g(B)1h(A)g(B)3.
Furthermore, if h € P.[a,b), then

[ p(a(A)3R(B)g(A)) 2 (A)g(A),

| (9(B)=h(A)g(B)?) < h(B)g(B).

Proposition 3.2 Let h(t) € Pi'[a, b), g(t) € LP4[a,b). If 0 < a <
1, h(t)*g(t)*>! < h(t), then
(9(A)¥h(B)g(A)3)= 2 g(A)h(B)*g(B)*'g(4)3,

(9(B)h(A)g(B)?)* < g(B)3h(A)*g(A)=2g(B)*.
Furthermore, if h(t)%g(t)*~! € P,[a,b), then

(9(A)3h(B)g(A)2)* 2 (h(A)g(A))*,
(9(B)3h(A)g(B)3)> £ (h(B)g(B))°.

aSASB<b=>

—
~

aSASB<b= |

0SASB=>

d§A§B<b»
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Corollary 3.3 Let f(t) € P.[0,00). Suppose p,7,a > 0 and s 2 0 satisfy
1§pa T(S"I)épv aéﬁ;-
Then
r s ARV > r 8 AL\
0<A<B= (A:B”f(B) Af) 2 (AiA”f(A) A':) ,
(B3BPf(B)*B3)* 2 (B3 APf(A)*B3)*.

Example Let f(t) € P.[0,00). Suppose p,r >0, 0< a < 5—%1:5:7-' Then

(A3B?f(B)A3)* 2 (ATAPf(A)A%)",

0sASB={ o= ;
(B3BPf(B)B%)= 2 (B f(A)BH)",

Suppose p,r > 0,0 < a < %—I—E. Then

(A5 f(A)3BPF(A)TA5)™ 2 (A5 f(A)SAPF(A)7 AB)e,

0 é A é B = - 1 1 r 1 1..r
(BEf(B) B f(B)A BE)® 2 (BEf(B)s4f(B) B )~

References

[1] T. Ando, Comparison of norms If(A) — f(b)]| and ||f(|A — B|)[|, Math.
Z. 197(1988),403—409.

[2] J. C. Bourin, M. Uchiyama, A matrix subadditivity inequality for f (A+
B) and f(A) + f(B), Linear Algebra Appl., 423(2007), 512-518.

[3]. M. Uchiyama, Operator monotone functions which are defined implicitly
and operator inequalities, J. Funct. Anal., 175 (2000), 330-347.

[4] M. Uchiyama, M. Hasumi, On some operator monotone functions, Inte-
gral Equations Operator Theory, 42 (2002), 243-251.



82

[5] M. Uchiyama, Inverse functions of polynomials and orthogonal polyno-
mials as operator monotone functions, Transaction of Amer. Math. Soc.

355(2003) 4111-4123

[6] M. Uchiyama, A new majorization between functions, polynomials, and
operator inequalities, J. Funct. Anal. 231(2006)231-244.

[7] M. Uchiyama, A new majorization between functions, polynomials, and
operator inequalities II, J. Math. Soc. of Japan, 60(2008) 291-310.



