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Abstract: An unranking algorithm of a finite set $S$ is an algorithm such that, given a number in
$\{0,1, \ldots, |S|-1\}$ , it returns an element of $S$ which is associated with the number. In this paper, it is
allowed to associate a number to any element in $S$ whenever the distinct elements are associated with
different numbers. A ranking algorithm is the reverse of an unranking algorithm. In this paper, we
present two unranking algorithms for the set of all m-element subsets of an n-element set. One runs
in $O(n\log m)$ time, and the other runs in $O(m^{3m+3})$ time. We also show that they both have ranking
algorithms with the same running times.

1 Introduction
For a positive integer $n$ , let $\langle n\rangle$ denote $\{0,1,$ $\ldots,n-$

$1\}$ . A ranking algorithm of a finite set $S$ is defined
as an algorithm such that, given an element of $S$ , it
returns an integer in $\langle|S|\rangle$ which is associated with
the element. It is allowed to associate an integer
in $\langle|S|\rangle$ to any element in $S$ whenever the distinct
elements are associated with different integers. In
other word, we can order the elements in $S$ arbi-
trarily to obtain an efficient ranking algorithm. If
the algorithm returns $r\in\langle|S|\rangle$ as the answer to an
element in $S,$ $r$ is called the rank of the element
and the element is called the r-th element (with re-
spects to the algorithm). An unranking algorithm
is the reverse of the ranking algorithm; Given an
integer in $\langle|S|\rangle$ , it returns an element of $S$ .

This paper discusses ranking and unranking algo-
rithms of a fundamental finite set. For non-negative
integers $n$ and $m$ with $n\geq m$ , let

$C(n, m)$

$=\{(a_{1}, a_{2}, \ldots, a_{m}):0\leq a_{1}<a_{2}<\cdots<a_{m}\leq n-1\}$ .

$C(n, m)$ is equivalent to the set of all m-element
subsets of the n-element set $\langle n\rangle$ , and hence
$|C(n, m)|=(\begin{array}{l}nm\end{array})$ .

In this paper, we evaluate the running time
of algorithms by the numbers of arithmetic op-
erations. Since the largest rank in $C(n, m)$ is
$(\begin{array}{l}nm\end{array})-I=\Theta(n^{m})$ , algorithms discussed in this pa-
per cannot avoid dealing with numbers represented

by $O(m\log n)$ bits. We assume that each operation
of such numbers can be done in $O(1)$ time.

A naive idea for ranking and unranking of
$C(n, m)$ is to order the elements in the reverse
lexicographic order. In this order, the rank of
$(a_{1}, a_{2}, \ldots, a_{m})\in C(n, m)$ is $\sum_{i=1}^{m}(\begin{array}{l}n-a_{i}-1m-i+1\end{array})$ . Since
computation of $(\begin{array}{l}n-a_{i}-1m-i+1\end{array})$ needs $O(m-i+1)$
time, there is an $O(m^{2})$-time ranking algorithm
with this order. On the contrary, the rank $r$ of
$(a_{1}, a_{2}, \ldots, a_{m})\in C(n, m)$ in the reverse lexico-
graphic order is at least $(\begin{array}{l}n-1m\end{array})$ if and only if $a_{1}=0$ .
Thus, given the rank $r$ , we can judge whether
$a_{1}=0$ or not in $O(m)$ time. When $a_{1}=0,$ $a_{2}=1$

if and only if $r\geq(\begin{array}{l}n-1m\end{array})+(\begin{array}{l}n-2m-1\end{array})$ . This condition can
be checked in $O(I)$ time by computing $(\begin{array}{l}n-2-1m\end{array})$ from

$(\begin{array}{l}n-1m\end{array})$ . Repeating such operations gives an $O(n)-$

time unranking algorithm with the reverse lexico-
graphic order.

The aim of this paper is to propose better
unranking algorithms of $C(n, m)$ . In fact,
we propose two new unranking algorithms of
$C(n, m)$ . At first, we propose an easy recursive
algorithm running in $O(m\log n)$ time. It is
based on the observation that $C(n, m)$ is equiv-
alent to $\bigcup_{i=0}^{m}C(\lfloor n/2\rfloor, i)\cross C(\lceil n/2\rceil, m-i)$ .
The algorithm defines an order different
from the lexicographic order and its reverse;
$(a_{1}, a_{2}, \ldots, a_{m})$ is former than $(a_{1}’, a_{2}’, \ldots, a_{m}’)$

if $|\{a_{1}, a_{2}, \ldots,a_{m}\}$ $\cap$ $\{0,1, \ldots, \lfloor n/2\rfloor\}|$ $<$

$|\{a_{1}’, a_{2}’, \ldots, a_{m}’\}\cap\{0, I, \ldots, \lfloor n/2\rfloor\}|$ . The de-
teail is explained in Section 2. In the next, we
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propose an $O(m^{3m+3})$ -time unranking algorithm.
Since its running time depends on $m$ only, this
is a huge improvement when $m$ is small. The
order defined by this algorithm implicitely is
also different from the lexicographic order. This
algorithm is designed based on a new insight on
the structure of $C(n, m)$ . We also show that each
of our unranking algorithms admits a ranking
algorihtm with the same running time.

Let us mention the background of this work. It is
a fundamental topic in computer science to study
algorithms to generate all objects in certain sets
one by one, which are sometimes called enumer-
ation algorithms. In fact, a number of enumera-
tion algorithms are known for $C(n, m)$ (for exam-
ple, [6, 11, 21] $)$ . They have many applications such
as data mining [1, 2], artificial intelligence [7, 22],
operations research [3, 10, 14, 16, 17, 24], and bioin-
formatics [4, 9]. However there are several situa-
tions in which they are not useful. For example,
let us consider investigating certain objects one by
one. During the investigation, we sometimes need
to retrieve an object which has been already investi-
gated. To do this, an enumeration algorithm needs
to enumerate the objects from the beginning again
whereas an unranking algorithm can directly gen-
erate the object if its rank, which can be obtained
by a ranking algorithm, is remembered. Consid-
ering this fact, ranking and unranking algorithms
can be regarded as more advanced algorithms than
enumeration algorithms. In fact, if we have an un-
ranking algorithm running in $O(t)$ time, then we
can enumerate objects in $O(t)$ time per an object.
We expect that efficient ranking/unranking algo-
rithms of fundamental objects are applied in many
fields by this reason. One example of such appli-
cations is the work due to Imada et al. [9]. They
designed an algorithm for enumerating stereoiso-
mers of chemical compounds, in which an unrank-
ing algorithm of $C(n, m)$ with $m\leq 4$ is used as a
subroutine.

Ranking and unranking algorithms of a set $S$ can
be regarded as an algorithunic implementation of a
bijection between $\langle|S|\rangle$ and $S$ . If efficient ranking
and unranking algorithms of $S$ are available, we can
use an integer in $\langle|S|\rangle$ as a compact representation
of an element in $S$ . It has been pointed in [20] that
this feature of ranking and unranking algorithms
can be applied for random sampling of $|S|$ ; Gen-
erate an integer in $\langle|S|\rangle$ uniformly at random, and

unrank it by an unranking algorithm. Then ele-
ments of $S$ are sampled uniformly.

Let us mention the previous researches on rank-
ing and unranking algorithms. As for $C(n, m)$ ,
Liebehenschel [15] presented an average-case analy-
sis of ranking and unranking algorithms for the set
of lexicographically ordered words, which extends
$C(n, m)$ . Several parallel unranking algorithms of
$C(n, m)$ are discussed in [12, 13]. To the best
of our knowledge, there are no known algorithms
which outperform our algorithms. Ranking and un-
ranking algorithms are studied for various objects
such as permutations [18, 19], trees [5, 20] and B-
trees [8]. The most related works among them are
about permutations of $m$ elements chosen from an
n-element set, which are discussed in Mare\v{s} and
Straka [18] and Myrvold and Ruskey [19]. In par-
ticular, the approach of Myrvold and Ruskey [19]
is similar with ours in the fact that they did not
persist on the lexicograhic order. Although both
of them proposed $O(m)$ ranking and unranking al-
gorithms, their algorithms canmot be applied to
$C(n, m)$ .

The rest of this paper is organized as follows. We
present an $O(m\log n)$-time ranking and unranking
algorithms of $C(n, m)$ in Section 2, and $O(m^{3m+3})-$

time ranking and unranking algorithm of $C(n,m)$

in Section 3. In Section 4, we conclude the paper.

2 $O(m\log n)$-time ranking and
unranking algorithms

We first present an $O(m\log n)$-time unranking al-
gorithms of $C(n, m)$ .

For given $n$ , let $\tilde{n}=\lfloor n/2\rfloor$ . Moreover we define
$T_{i}=\{e\in C(n, m) : |e\cap\langle\tilde{n}\rangle|=i\}$ for any integer $i$

satisfying $0\leq i\leq m$ , where we here let $|e\cap\langle\tilde{n}\rangle|$ in-
dicate the number of components of $e$ contained by

$\langle\tilde{n}\rangle$ . Obviously $T_{0},$ $T_{1},$
$\ldots,$

$T_{m}$ are pairwise disjoint
and $C(n, m)= \bigcup_{i=0}^{m}T_{i}$ .

Let $(a_{1},a_{2}, \ldots, a_{m})\in T_{i}$ . Then $(a_{1}, a_{2}, \ldots, a_{i})\in$

$C(\tilde{n},i)$ and $(a_{i+1}-\tilde{n},a_{i+2}-\tilde{n}, \ldots, a_{m}-\tilde{n})\in$

$C(n-\tilde{n}, m-i)$ . That is to say, each element in
$T_{i}$ is the concatenate of a vector in $C(\tilde{n}, i)$ and
a vector constructed from one in $C(n-\tilde{n}, m-i)$

by adding $\tilde{n}$ to all components. This fact implies
that an unranking algorithm of $C(n, m)$ can be con-
structed from those of $C(\tilde{n}, i),$ $i=0,1,$ $\ldots,\tilde{n}$ and
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$C(n-\tilde{n}, i),$ $i=0,1,$ $\ldots,$ $n-$ fi, which is described
precisely below.

Let $\theta_{0}=0$ and $\theta_{i}=\sum_{j=0}^{i-1}|T_{j}|$ for $I\leq i\leq m+1$ ,
where $|T_{j}|=(\begin{array}{l}\tilde{n}j\end{array})\cdot(\begin{array}{l}n-\tilde{n}m-j\end{array})$ . Our unranking algorithm
associates the rank $r$ with a vector in $T_{i}$ if $\theta_{i}\leq r<$

$\theta_{i+1}$ . In other words, we order vectors in $C(n, m)$

from those in $T_{0}$ to in $T_{m}$ .
The ordering in each $T_{i}$ is defined ffom the un-

ranking algorithms of $C(\tilde{n}, i)$ and $C(n-\tilde{n}, m-i)$

by the following rule. For $0\leq r’\leq|T_{i}|$ , de-
fine $r_{1}$ and $r_{2}$ as the remainder and quotient when
$r’$ is divided by $|C(\tilde{n}, i)|$ , respectively (i.e., $r’=$
$r_{2}|C(\tilde{n}, i)|+r_{1}$ and $0\leq r_{1}<|C(\tilde{n},i)|)$ . Recall
that $|C(\tilde{n}, i)|=(\begin{array}{l}\tilde{n}i\end{array})$ . Let $(a_{1}, a_{2}, \ldots, a_{i})\in C(\tilde{n}, i)$

be the $r_{1^{-}}$th vector of $C(\tilde{n}, i)$ and $(b_{1}, b_{2}, \ldots, b_{m-i})$

be the $r_{2^{-}}$th vector of $C(n-\tilde{n}, m-i)$ , respec-
tively. We define the r’-th vector of $T_{i}$ from them
as $(a_{1}, a_{2}, \ldots, a_{i}, b_{1}+\tilde{n}, b_{2}+\tilde{n}, \ldots, b_{m-i}+\tilde{n})$ .

Entire our algorithm is described as follows.

Algorithm UNRANKING$(n, m, r)$

Input: Non-negative integers $n$ and $m$ with $m\leq$

$n$ , and a rank $r\in\langle(\begin{array}{l}nm\end{array})\rangle$

Output: A vector in $C(n, m)$

Step 1: If $m=0$ , then return $\emptyset$ . If $n=m$ , then
retum $(0,1, \ldots, n-1)$ .

Step 2: Compute the index $i$ such that $\theta_{i}\leq r<$

$\theta_{i+1}$ , where $\theta_{0}=0$ and $\theta_{i}=\sum_{j=0}^{i-1}(\begin{array}{l}\tilde{n}j\end{array})\cdot(\begin{array}{l}n-\tilde{n}m-j\end{array})$ ,
$1\leq i\leq m$ .

Step 3: Compute the remainder $r_{1}$ and the quo-
tient $r_{2}$ when $(r-\theta_{i})$ is divided by $(\begin{array}{l}\tilde{n}i\end{array})$ . Com-
pute the $r_{1^{-}}$th vector $(a_{1}, a_{2}, \ldots, a_{i})$ of $C(\tilde{n}, i)$

and the $r_{2}$-th vector $(b_{1}, b_{2}, \ldots, b_{m-i})$ of $C(n-$
$\tilde{n},$ $m-i)$ by calling UNRANKING $(\tilde{n}, i, r_{1})$ and
UNRANKING $(\tilde{n}, m-i, r_{2})$ .

Step 4: Return $(a_{1},$ $a_{2},$ $\ldots,$ $a_{i},$ $b_{1}+\tilde{n},$ $\ldots,b_{m-i}+$

$\tilde{n})$ .

Now let us analyze the time $t(n, m)$ to compute
the r-th vector of $C(n, m)$ by UNRANKING$(n, m, r)$ .
Obviously $t(n, 0)=O(1)$ and $t(n, n)=O(I)$ by
Step 1.

$\theta_{i+1}$ can be computed from $\theta_{i}$ in $O(1)$ time, and
hence all of $\theta_{0},$ $\theta_{1},$

$\ldots,$
$\theta_{m}$ can be computed in $O(m)$

time in total. Thus all operations except calling
UNRANKING $(n, i,r_{1})$ and UNRANKING$(n, m-i, r_{2})$

take $O(m)$ time. It implies that

$t(n,m)=t(\lfloor n/2\rfloor, i)+t(\lceil n/2\rceil, m-i)+O(m)$.

From this, $t(n, m)=O(m\log n)$ can be proven by
the induction on $n$ and $m$ .

UNRANKING $(n, m, r)$ can be modified into a
ranking algorithm as follows. Let $(a_{1}, a_{2}, \ldots, a_{m})\in$

$C(n, m)$ be an input to the algorithm. In
Step 2, set $i$ to $|\{a_{1}, a_{2}, \ldots, a_{m}\}\cap\langle\tilde{n}\rangle\}|$ . Let
$a’=(a_{1}, a_{2}, \ldots, a_{i})$ and $a”=(a_{i+1}-\tilde{n},$ $a_{i+2}-$

$\tilde{n},$

$\ldots,$
$a_{m}-\tilde{n})$ . In Step 3, call the ranking algo-

rithms with inputs $(\tilde{n}, i, a’)$ and $(\tilde{n}, m-i, a’’)$ re-
cursively. Let $r_{1}$ and $r_{2}$ be the obtained ranks
of $a’$ and $a”$ . Then the rank of $(a_{1}, a_{2}, \ldots, a_{m})$

is $\theta_{i}+r_{1}|C(\tilde{n}, i)|+r_{2}$ . The running time of this
ranking algorithm can be derived similarly.

As a consequence, we have the next theorem.

Theorem 1. There exist ranking and unranking al-
gorithms of $C(n, m)$ which run in $O(m\log n)$ time.

3 $O(m^{3m+3})$-time ranking and
unranking algorithms

3.1 Sketch of idea
In this section, we show that there exist ranking
and unranking algorithms of $C(n, m)$ running in
$O(m^{3m+3})$ time. Our proof is based on the induc-
tion on $m$ ; We prove that, from $O(t_{m’})$-time rank-
ing/unranking algorithms for $C(n’, m’),$ $m’<m$ ,
it is possible to construct an $O(t_{m’}+m^{3m+2})$-time
ranking/unranking algorithm for $C(n, m)$ . In this
subsection, we sketch an idea behind our proof.

It is known as a fundamental theorem that $(\begin{array}{l}nm\end{array})=$

$(\begin{array}{l}nm-1\end{array})+(\begin{array}{l}n-1m-1\end{array})$ . Its proof uses the fact that there
exists a bijection between $C(n, m)$ and $C(n,$ $m-$
$1)\cup C(n-1, m-I)$ . From this relationship, we
observe that it suffices to consider only $n$ and $m$

that are coprime (Lemma 7 and Theorem 2).
Now put balls indexed by the numbers

in $\langle n\rangle$ in a circle, and represent a vector
$(a_{1}, a_{2}, \ldots, a_{m})\in C(n, m)$ by filling the balls in-
dexed by $a_{1},$ $a_{2},$ $\ldots,$ $a_{m}$ as in Figure 1. We then
divide $C(n, m)$ into groups such that $a\in C(n, m)$

and $b\in C(n, m)$ are in the same group if the rep-
resentation of $a$ becomes the same with that of $b$

after removing the indices of balls (see the right-
most figure of Figure 1). The set of vectors each
of which is lexicographically smallest in its group is
denoted by $R(n, m)$ in the next subsection. If $n$ and
$m$ are coprime, each group has exactly $n$ vectors.
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Hence there exists a bijection between $C(n, m)$ and
$R(n, m)\cross\langle n\rangle$ , meaning that a ranking/unranking
algorithm can be constructed from one for $R(n, m)$

(Lemma 6).
In the ball representation of $a\in R(n, m)$ with-

out indices, define the distance between two filled
balls as $i$ if there are $i-1$ balls between them.
Instead of balls, locate distances between two ad-
jacent filled balls in a circle. $SL(n, m)$ defined in
the next subsection is a set of vectors representing
them uniquely (see Figure 2). $SL(n, m)$ is essen-
tially equivalent to $R(n,m)$ (Lemma 5).

Let $a\in SL(n, m)$ , and $b_{1},$ $b_{2},$
$\ldots,$

$b_{m’}$ be the dis-
tinct values in the components of $a$ , where $m’\leq m$

because $a$ is an m-dimensional vector. We suppose
that $b_{1}<b_{2}<\cdots<b_{m’}$ . The number of possible
places of $b_{1},$ $b_{2},$

$\ldots,$
$b_{m’}$ in $a$ is at most $O(m^{m})$ , and

hence we can enumerate all of them. In the proof of
Lemma 4, a vector representing the places is called
position vector $p$. If a position vector is given, we
know how many times $b_{i}$ appears in $a$ ; Assume
that $b_{i}$ appears $e_{i}$ times for $i=1,2,$ $\ldots,$

$m’$ . Then
$\sum_{i=1}^{m’}b_{i}e_{i}=n$ . The set MES$(n, m’, e)$ of vectors
is defined as $\{(b_{1}, b_{2}, \ldots, b_{m’}):\sum_{i=1}^{m’}b_{i}e_{i}=n,$ $1\leq$

$b_{1}<b_{2}<\cdots<b_{m’}\leq n\}$ in the next subsection.
This indicates a bijection between $SL(n, m)$ and
$\bigcup_{j=1}^{\ell}MES(n, m^{j}, e^{j})$ where $m^{j}$ and $e^{j}$ are deter-
mined by the enumerated position vectors $\mathscr{S},$ $j=$

$1,2,$
$\ldots,$

$\ell$ . From this fact, we can construct a rank-
ing/unranking algorithm for $SL(n, m)$ from one for
MES$(n, m^{j}, e^{j})$ (Lemma 4). We then carefully
transform MES$(n, m^{j}, e^{j})$ into $C(n’, m’),$ $m’<m$ ,
meaning that a ranking/unranking algorithm for
$C(n’, m’),$ $m’<m$ , gives one for MES$(n, m^{j}, e^{j})$

(Lemmas 1, 2 and 3).

3.2 Algorithms

Let us present an exact proof of our algorithm. Due
to the space limitation, several prook are omit-
ted. From now on, let us suppose that there exist
$O(t_{m’})$-time ranking and unranking algorithms for
$C(n’, m’)$ with any $n$ and $m’<m$ .

We define a finite set $S(n, m)$ by
$S(n, m)=\leq$

$\{(a_{1},a_{2}, \ldots, a_{m})$ : 1 $\leq$ $a_{1},$ $a_{2},$ $\ldots,$ $a_{m}$

$n,$ $\sum_{i=1}^{m}a_{i}=n\}$ . Notice that the range of com-
ponents of vectors in $S(n, m)$ is different $hom$ that
in $C(n, m)$ . We also note that $|S(n, m)|=(\begin{array}{l}n-1m-1\end{array})$ .

We can observe that a ranking/unranlding algo-

rithm of $C(n, m-1)$ gives a ranking/unranking al-
gorithm of $S(n, m)$ .

Lemma 1. There exist ranking and unranking al-
gomthms of $S(n, m)$ running in $t_{m-1}+O(m)$ time.

Proof.
Bijection: Let $(a_{1}, a_{2}, \ldots, a_{m})\in S(n,m)$ . More-
over let $b_{i}=( \sum_{j=1}^{i}a_{j})-1$ for $i=1,2,$ $\ldots,$

$m$ , and
$b=(b_{1}, b_{2}, \ldots, b_{m-1})$ . It then follows that

$0\leq b_{1}<b_{2}<\cdots<b_{m-1}<b_{m}=n-1$ ,

and hence $b\in C(n-1, m-1)$ . This defines a
bijection from $S(n,m)$ to $C(n-1,m-1)$ . In this
proof, let $f$ : $S(n, m)arrow C(n-1, m-1)$ denote this
bijection.
Unranking: For given rank $r$ $\in$ $\langle|S(n,m)|\rangle$ ,
compute the r-th vector $b=(b_{1}, b_{2}, \ldots, b_{m-1})$ in
$C(n-1, m-1)$ by the unranking algorithm of
$C(n-1, m-1)$ and return $f^{-1}(b)\in S(n, m)$ . Since
$f^{-1}(b)$ can be computed from $b$ in $O(m)$ time, this
unranking algorithm runs in $t_{m-1}+O(m)$ time.
Ranking: For given $a\in S(n, m)$ , compute the
rank of $f(a)\in C(n-1,m-1)$ by the ranking al-
gorithm of $C(n-1, m-1)$ . $\square$

By an m-dimensional positive vector
$b$ $=$ $(b_{1}, b_{2}, \ldots,b_{m})$ , we extend $S(n,m)$

to ES$(n, m, b)$ $=$ $\{(a_{1},a_{2}, \ldots, a_{m})$ : 1 $\leq$

$a_{1},$ $a_{2},$ $\ldots,$
$a_{m}\leq n,$ $\sum_{i=1}^{m}b_{i}a_{i}=n\}$ . Note that

ES$(n, m, b)=S(n,m)$ if $b=(1,1, \ldots, 1)$ . In
the next, we consider ranking and unranking
algorithms of ES$(n, m, b)$ . For integers $i$ and $j$ , we
let $i|j$ mean that $i$ divides $j$ , i.e., $imod j=0$.
Lemma 2. There exist ranking and unrank-
ing algorithms of ES$(n, m, b)$ running in
$t_{m-1}$ $+O(m^{2}\beta^{2m-1})$ time for any $n$ and
$b=(b_{1},b_{2}, \ldots, b_{m})$ such that $\max_{i=1}^{m}b_{i}$ $\leq\beta$ .
Moreover $|ES(n,m, b)|$ can be computed in
$O(m^{2}\beta^{2m-1})$ time.

For $(b_{1},b_{2}, \ldots, b_{m})$ , let MES$(n, m, b)$ $=$

$\{(a_{1}, \ldots, a_{m})\in ES(n, m, b)$ : $1\leq a_{1}<\cdots<a_{m}\leq$

$n\}$ . In the next, we give ranking and unranking
algorithms of MES$(n, m, b)$ .

Lemma 3. There exist ranking and unmnking
algorithms of MES$(n,m, b)$ running in $t_{m-1}+$

$O(m^{2}\beta^{2m-1})$ time for any $b=(b_{1}, b_{2}, \ldots, b_{m})$ such
that $\sum_{i=1}^{m}b_{i}\leq\beta$ . $Moreover|MES(n, m, b)|$ can be
computed in $O(m^{2}\beta^{2m-1})$ time.
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Figure 1: Representation of vectors in $C(n, m)$ by balls in a circle
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Figure 2: From $R(n, m)$ to $SL(n, m)$ , and $homSL(n, m)$ to pairs of position vectors and MES$(n, m’, e)$

Proof. Ranking: From $b$ , compute $d$ defined as above.
Bijection: From a vector $a=(a_{1}, a_{2}, \ldots, a_{m})\in$ From the given $a\in MES(n, m, b)$ , Compute $f(a)$ ,
MES$(n, m, b)$ , define $c=(c_{1}, c_{2}, \ldots, c_{m})$ by $c_{1}=$ and retum the rank of $f(a)$ in ES$(n, m, d)$ .
$a_{1}$ and $c_{i}=a_{i}-a_{i-1},$ $i=2,3,$ $\ldots,$ $m$ . Let $f$ Since $|MES(n, m, b)|=|ES(n, m, d)|$ , we can
denote this mapping in this proof. Observe that also compute $|MES(n, m, b)|$ in the same

$running\square$
$c_{i}\geq$ Ifor $i=1,2,$ $\ldots,$ $m$ Moreover, define $d=$ time with the computation of $|ES(n, m, d)|$ .
$(d_{1},d_{2}, \ldots, d_{m})$ by $d_{i}= \sum_{j=i}^{m}b_{j},$ $i=1,2,$ $\ldots,$ $m$ .
Since $\sum_{i=1}^{m}a_{i}b_{i}=n$ and $a_{i}= \sum_{j=1}^{i}c_{j}$ for $i=$ We say that a vector $(a_{1}, a_{2}, \ldots, a_{m})$ is a slide of
1, 2, . . . , $m$ , it follows that another vector $(b_{1}, b_{2}, \ldots, b_{m})$ whenever there ex-

ists $j\in\{0,1,2, \ldots, m-1\}$ such that $a_{i}=b_{(i+j)}$

$\sum_{i=1}^{m}c_{i}d_{i}=\sum_{i=1}^{m}c_{i}\sum_{j=i}^{m}b_{j}=\sum_{j=1}^{m}b_{j}\sum_{i=1}^{j}c_{i}=\sum_{j=1}^{m}b_{j}a_{j}=n,$ if $i+j>m$ for convenience. Let $SL(n, m)$ be the
for all $i\in\{I, 2, \ldots, m\}$ where we let $b_{i+j}=b_{i+j-m}$

subset of $S(n, m)$ such that $a\in S(n,m)$ belongs to
implying that $c\in ES(n, m, d)$ . Hence $f$ is a bijec- $SL(n, m)$ if and only if $a$ is lexicographically smaller
tion ffom MES$(n, m, b)$ to ES$(n, m, d)$ . than or equal to any of its slides.
Unranking: Let $r\in\langle|MES(n, m, b)|\rangle$ be the Lemma 4. There exist ranking and unranking al-
given rank. From $b$ , we compute $d$ defined as gorithms of $SL(n, m)$ running in $O(t 1+m^{3m+2})$$m-$above. Recall that $d_{i}= \sum_{j=i}^{m}b_{j}\leq\beta$ for every time.
$i=1,2,$ $\ldots,$ $m$ . We then compute the r-th vec-
tor $c$ of ES$(n, m, d)$ by the unranking algorithm We say that a vector $a=(a_{1}, a_{2}, \ldots, a_{m})$ is
of ES$(n, m, d)$ , which runs in $t_{m-1}+O(m^{2}\beta^{2m})$ a rotation of $b=(b_{1}, b_{2}, \ldots, b_{m})$ whenever there
time by Lemma 2. We then compute $f^{-1}(c)\in$ exists an integer $j$ such that $\{a_{1}, a_{2}, \ldots, a_{m}\}\equiv$

$MES(n, m, b)$ and retum it. It is easy to see that $\{b_{1}+j, b_{2}+j, \ldots, b_{m}+j\}(mod n)$ . Let $R(n, m)$

the rumning time of this unranking algorithm is de- be the subset of $C(n, m)$ such that $a\in C(n, m)$ be-
termined by those of the unranking algorithm in longs to $R(n, m)$ if and only if $a$ is lexicographically
Lemma 2. smaller than or equal to any of its rotations.
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Lemma 5. If $n$ and $m$ are copriime, then there
exist mnking and unranking algorithms of $R(n, m)$

running in $t_{m-1}+O(m^{3m+2})$ time.

Proof.
Bijection: From $a=(a_{1}, a_{2}, \ldots, a_{m})\in S(n, m)$ ,
define $b=(b_{1}, b_{2}, \ldots, b_{m})$ by

$b_{i}=\{\begin{array}{ll}0 i=1,a_{1}+a_{2}+\cdots+a_{i-1} 2\leq i\leq m.\end{array}$

Then $0\leq b_{1}<b_{2}<\cdots<b_{m}<n$ , i.e., $b\in$

$C(n, m)$ , because $a_{i}\geq 1$ for $i=1,2,$ $\ldots,$
$m$ and

$\sum_{i=1}^{m}a_{i}=n$ . It is easy to see that this transforma-
tion from $a$ to $b$ defines a bijection $homS(n, m)$ to
$\{(b_{1}, b_{2}, \ldots,b_{m})\in C(n, m):b_{1}=0\}$ . We denote it
by $f$ .

The restriction of $f$ onto $SL(n, m)$ is a bijection
$homSL(n, m)$ to $R(n, m)$ when $n$ and $m$ are $cx$

prime. For proving this fact, we need to show that
the following two conditions hold:

(Fl) For each $a\in SL(n, m),$ $f(a)\in R(n,m)$ ;

(F2) For each $b\in R(n, m)$ , there exists $a\in$

$SL(n, m)$ such that $f(a)=b$.

Here we do not prove (Fl) and (F2) due to the
space limitation.
Unranking: For the given rank $r\in\langle|R(n, m)|\rangle$ ,
compute the r-th vector $a\in SL(n, m)$ by the un-
ranking algorithm of $SL(n,m)$ in Lemma 4, and
return $f(a)$ . Since $f(a)$ can be computed $hom$

$a$ in $O(m)$ time, this algorithm runs in $t_{m-1}+$

$O(m^{3m+2})$ time.
Ranking: The reverse operations of the unrank-
ing algoritlm give a ranking algoritlm of $R(n, m)$ .
Since $f^{-1}(b)$ can be computed from $b\in R(n,m)$ in
$O(m)$ time, this runs in $t_{m-1}+O(m^{3m+2})$ time. 口

Lemma 6. If $n$ and $m$ are $\omega prime$ , then there
exist mnking and unmnking algorithms of $C(n,m)$

running in $t_{m-1}+O(m^{3m+2})$ time.

Proof.
Bijection: Let $a=(a_{1}, a_{2}, \ldots, a_{m})\in C(n, m)$ .
We define $U_{a}$ as the set of rotations of $a$ in $C(n, m)$ .
First we prove that $|U_{a}|$ $=n$. We represent
$\{a_{1}, a_{2}, \ldots, a_{m}\}$ by $A$ , and $\{(a_{1}+j)mod n,$ $(a_{2}+j)$

$mod n,$ $\ldots,$ $(a_{m}+j)mod n\}$ by $A+j$ for an inte-
ger $j$ . Notice that each vector in $U_{a}$ can be defined

from each of $A+j,$ $j\in\langle n\rangle$ . If $|U_{a}|=n$ is proven,
we can see that each of $A+j,$ $j\in\langle n\rangle$ defines a dis-
tinct vector of $U_{a}$ . Recall that $R(n, m)$ consists of
the vectors $a\in C(n, m)$ such that $a$ is lexicograph-
ically smallest in $U_{a}$ . Hence these imply a bijection
from $R(n, m)\cross\langle n\rangle$ to $C(n, m)$ . We omit the proof
of $|U_{a}|=n$ due to the space limitation.
Unranking: For the given rank $r\in\langle|C(n, m)|\rangle$ ,
let $p$ be the remainder and $q$ be the quotient when
$r$ is divided by $n$ . By the unranking algorithm
of $R(n,m)$ given in Lemma 5, compute the q-th
vector $(a_{1}, a_{2}, \ldots, a_{m})$ in $R(n, m)$ . There exists
only one slide of $(a_{1}+p, a_{2}+p, \ldots, a_{m}+p)mod n$

which is in $C(n, m)$ . Hence return it as the r-
th vector of $C(n,m)$ . This computation needs
$t_{m-1}+O(m^{3m+2})$ time.
Ranking: For the given $a=(a_{1},a_{2}, \ldots, a_{m})\in$

$C(n, m)$ , compute the lexicographically smallest
vector $a’=(a_{1}’, a_{2}’, \ldots, a_{m}’)$ in $U_{a}$ . Then compute
the rank $r’$ of $a’$ in $R(n, m)$ by the ranking algo-
rithm in Lemma 5. Moreover, compute $j\in\langle n\rangle$

such that $\{a_{1}, a_{2}, \ldots, a_{m}\}=\{a_{1}’+j,$ $a_{2}’+j,$
$\ldots,$

$a_{m}’+$

$j\}$ . Return $r’n+j$ as the rank of $a$ . Observe that
the running time is dominated by the time for call-
ing the ranking algorithm of $R(n, m)$ . 口

The next lemma is important to extend the un-
ranking algorithm described in Lemma 6 to any
pair of $n$ and $m$ .

Lemma 7. Let $n$ and $m$ be positive integers. If
there exists an unmnking (resp., a ranking) algo-
rithm of $C(n-1, m)$ running in $O(t)$ time, and an
unranking (resp., a mnking) algomthms of $C(n-$
$1,$ $m-1)$ running in $O(t’)$ time, then there exists an
unmnking (resp., a mnking) algorithms of $C(n, m)$

running in $O(m+ \max\{t,t’\})$ time.

Finally we obtain our main theorem.

Theorem 2. There estst ranking and unranking
$algo7\dot{t}thm$ of $C(n,m)$ running in $O(m^{3m+3})$ time.

Proof. There exists a non-negative integer $m’<m$
such that $n-m’\equiv 1(mod m)$ . Then $n’=n-m’$
and $m$ are coprime. By applying Lemma 7 re-
peatedly, we can observe that an unranking (resp.,
a ranking) algorithm of $C(n,m)$ is constructed
from unranking (resp., ranking) algorithms of
$C(n’,m-1),$ $C(n’+1, m-1),$ $\ldots,$ $C(n,m-1)$ and
$C(n’, m)$ . For each of $C(n’,m-1),C(n’+1,$ $m-$

104



1 $)$ , . . . , $C(n, m-1)$ , we have ranking and unrank-
ing algorithms running in $t_{m-1}$ time by the as-
sumption. Lemma 6 tells that there exist rank-
ing and unranking algorithms of $C(n’, m)$ running
in $t_{m-1}+O(m^{3m+2})$ time. From these, we ob-
tain ranking and unranking algorithms of $C(n, m)$ ,
which runs in $t_{m}=t_{m-1}+O(m^{3m+2})$ time. Ob-
viously we can let $t_{1}=O(1)$ . In consequence, we
have $t_{m}=O(m^{3m+3})$ . 口

4 Concluding remarks
We have presented two unranking algorithms of
$C(n, m)$ . One algorithm runs in $O(m\log n)$ time,
and the other runs in $O(m^{3m+3})$ time. In partic-
ular, the running time of the latter algorithm de-
pends on $m$ only. This running time is evaluated
by the number of arithmetic operations on num-
bers represented by $O(m\log n)$ bits. In a standard
word-RAM model, it may be usual to suppose that
the word-size is $O(\log n)$ . Even in this model, the
running time of this algorithm depends on $m$ only.

An obvious future work is to achieve better run-
ning time. For permutations of m-element subsets
chosen from an n-element set, $O(m)$-time ranking
and unranking algorithms are proposed by [18, 19].
Hence the existence of $O(m)$-time ranking and un-
ranking algorithms for $C(n, m)$ is an interesting
open problem.
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