goooboooobgon
0 18810 20140 18-30 18

Domain variation and electromagnetic frequencies
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§1. Eigenvalue of Laplacian and Hadamard variation

Let © be a bounded domain in the space R® with a smooth boundary I' = 92 and
consider solutions of a certain boundary value problem of a particular PDE in 2. When
Q is deformed smoothly, how do they or their structure vary or perturb ? This problem
is a fundamental subject to study from the point of view of mathematics and physics
for many kinds of PDE (cf. Courant-Hilbert [1], /N2 E [18])). Because scientists have
interested in various phenomena (in real physics or in mathematical model), which differ
dependently on the geometric properties of the environments. Hadamard studied the
eigenvalues of the Laplacian and bi-Laplacian (with the Dirichlet boundary condition)
and their Green function and deduced their certain variational formula under a regular
variation of domains. This study is a great leap in PDE history. His formula were justified

_later in the framework of rigorous analysis and were generalized. After this pioneering
work, there have been a lot of studies of variational formula for several quantities of
domain under regular domain variation (cf. Fujiwara-Ozawa [3], Garabedian-Schiffer [4],
/INBE (18], Shimakura [20], Sokolowski-Zolesio [22], Ohsawa [17](nonlinear eigenvalue),
Kozlov [10], Grinfeld [5], Kozono-Ushikoshi [11] (Stokes equation), Jimbo [9] for related
works. There have been also studies for singular deformation of domains (cf. Jimbo [8],
Maz’ya- Nazarov- Plamenevskij [12], /JN2E [18], Ozawa [19] and their references). In the
following, we mention the results for the Hadamard variation of the eigenvalue problem
of the Laplacian, because the main motivation of our study is to generalize these earlier
works. First we consdier the case of the Dirichlet boundary condition.

(1.1) AP +X®=0 in Q ®=0 on &0

We denote the k—th eigenvalue and the corresponding eigenfunction by A; and @, re-
spectively. The question is ”How A, perturbes if the domain 2 smoothly deforms
?”. We formulate the deformation of the domain. Let p = p(£) is a smooth function on

I' = 992 and define the set
I'(e) = {€+ep(§v(€) €R" [{ €T}

for small €. There exists a unique bounded domain ©(¢) which is homeomorphic to 2,
such that the boundary 9({) agrees to I'(¢). In this parametrized domain, we consider
the eigenvalue problem of Laplacian (with Dirichlet B.C.),

(1.2) AP+ X2 =0 in Q(), ®=0 on Q(e).
Denote the k—th eigenvalue of (1.2) by Ax(€) and then the followig result holds.
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~ Theorem 1 (Hadamard [6]). Assume that ) is simple in (1.1). Then A (e) is differ-

entiable at € = 0 and the following asymptotic formula holds.
. )\k (6) — /\lc 8¢k 2 2
ti HO—2% — — [ () a5/ 04 e
It is quite natural to ask the same problem for the Neumann or Robin boundary condi-

tion. The result can be seen in Ohsawa [17], Grinfeld [5]. Let us consider the following
eigenvalue problem.
(1.3) AP +pu® =0 in Q(e), g—$+a<1>=0 on 09(e)
where o is a nonnegative constant and v is the unit outward normal vector on 9Q(¢). The
boundary condition is Robin B.C if ¢ > 0 and Neumann B.C. if ¢ = 0.

Denote the k—th eigenvalue by u(e) of (1.3) and then the followig result holds.

Theorem 2 ([5],[17]). Assume that p(0) is simple in (1.3) for € = 0. Then uy(e) is
differentiable at ¢ = 0 and
. €) — ‘
g 208 [ 90,7+ (h(6) — 20° ~ )8 |2el e
r

e—0 €

where h = h(€) is the mean curvature of I' at £ with respect to the unit outward nqrmal
vector v(€) on T.

Remark. T. Ohsawa [17] consider the nonlinear eigenvalue problem of Laplacian with
the Robin boundary condition.

Av+pg [P lv=0 in Q v/dv+ov=0 on T(¢

and characterized the first (nonlinear) eigenvalue, which agrees to the asmptotic formula
as in Theorem 2 (for the case p =1,k = 1). Grinfeld [5] dealt with more general cases.

An interesting point is that the mean curvature term appears for Robin case, but it
does not in the case for Dirichlet and Neumann condition.

Remark. The formula in Theorem 2 can be deduced by a similar argument as that for
the eigenfrequency of the Maxwell equation.

§2. Eigenvalue problem in Electromagnetism

We deal with the harmonic oscillation in the Maxwell equation in a bounded domain
(under a certain boundary condition) and consider the smooth dependency of the eigen-
frequency under a smooth domain perturbation. The electric-magnetic phenomena is
modelled by the Maxwell equation (with an appropriate boundary condition) in the the-
ory of Electromagnetism. The Maxwell equation is a coupled system of the electric field
E and the magnetic field H. Assume n = 3 hereafter and consider the Maxwell equation

(2.1) € OFE/0t —tot H=0, py0H/0t+10tE =0, divE=0, divH =0.

with some boundary condition (cf. (2.2) ). Here ¢ > 0 is the dielectric constant and
o > 0 is the magnetic permeability of the space (cf. *EJI| [7]). We impose the boundary
condition so that the space is surrounded by a perfect conductor. It gives the following
condition

(2.2) Exv=0, (Hv)=0 on 0.
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Here v is the outward unit normal vector on 9 and (-, ) is the standard inner product.
The time harmonic solutions are written in the following form

~ ~

E(t,z) = exp(iwt) E(z), H(t,z) = exp(iwt) H(z)
where w is a parameter. Substitute these functions into (2.1) and we get
icwE —tot H=0, i,uowﬁ+rotE =0, divE = 0, divH = 0.
Applying rot on the second equation and use the first equation, we get
(2.3) —,uoeowzﬁ +rotrotE=0 in Exv=0 on 0.

The eigenfrequency is the value w, for which (2.3)~allows a nontrivial solution E. By a

scale transform, we can assume po€o = 1. Denote E in place of @ and put A = w?. Thus
we get the mathematical problem.

[Mathematical formulation for the eigenvalues]

We consider the eigenvalue problem.
(2.4) rotrot® —A® =0, div®d=0 in Q @®xv=0 on N

Any eigenvalue is nonnegative. Actually, take the inner product of (2.4) and ®, and
integrate in €2, we have

(2.5) / |rot ®(x)|*dz = /\/ |®(z)|? dz.
Q Q
This implies that A is nonnegative if ® # 0 in Q.

[Zero eigenspace] If A = 0 in (2.4), we deduce rot ® = 0 in 2 from (2.5). This condition
and div-free property imply that ® has an expression ® = V7 by a harmonic function 7.
Here 1 may be multi-valued scalar function. From the boundary condition, V7 is parallel
to v on 0. This implies that n is constant in any connected component of 9€2. So 7 is
necessarily single-valued function. On the other hand, take any function n € H'(2) which
is constant on any connected component of Q2 and put & = V7 and then it becomes an
eigenfunction for A = 0. Thus we conclude that the zero eigenspace is the following.

Xo={Vn| neC*Q), An=0in(, nis constant in each component of 09}

To prove the existence of positive eigenvalues, we prepare a certain basic function space.

X ={®cH (LR |divE=0inQ, ® x v =0 on 5Q}.

It is easy to see that dim X, = §(components of Q) — 1. It is known that X is a closed
subspace of H*(2; R?) and X is also closed in the sense of weak convergence in H'(£; R3)
(because X is linear). Hereafter we deal with the positive eigenvalues from now.

Proposition 2.1. The eigenvalue problem (2.4) has a set of positive eigenvalues {Ae}i,
such that lim;_,, Ax = 0.

This is proved by a completely similar argument as the Laplacian (cf. Courant-Hilbert
[1], Edmunds-Evans [2]) with the Rayleigh quotient in X N Xg

R(@) = [ Irot #Pde/ [ |oPas.



(Proof of Proposition 2.1) To prove the existence of the eigenvalues, we can carry out a
completely similar argument as the case of the Laplacian and the Schrédinger operator
(cf. Edmunds-Evans [2]). So we only give a sketch of the argument. Hereafter the symbol
L means the orthogonality in L?(Q2; R?). Put

A =inf{R(d) | d€ X, ¢ L Xo}, where R(¢)= /ﬂ irot |2/ /Q b |%da.

R attains the minimum A; with a minimizer & c x which is an eigenfunction corre-
sponding to the eigenvalue A;. This is proved as follows. Take a minimizing sequence
{@} 2, with ||||lL2@re) = 1. It is bounded also in H*(£%; R®) due to Lemma 2.2 and
Lemma 2.3 below. This sequence contains a weakly converent subsequence in H(Q; R%)
which is also strongly convergent in L?(Q;R®). Since X is closed, the limit ® of the
subsequence belongs to X and satisfies ® L X,. From the lower semicontinuity of R in
X, @Y becomes a minimizer in X& N X. Taking the variation of R at &1 (minimizer),
we get
rotrot ®V — A, 80 =0 in Q.

Carry out this argument in the space X N (X, ® L.H.[®Y])L, we get the second pos-
itive eigenvalue A; as the minimum of R with the eigenfunction (minimizer) @ ¢ x
with @ € (X, @ L.H.[®Y])L. We can repeat this argument and get the sequence
0 <A £ Ay £ A3 £ ---. We also note that this sequence is unbounded. The eigen-
functions obtained above are sufficiently regular if 89 is regular. This can be proved by
the arguments in the chapter 7 in Morrey [14], where the harmonic forms in the smooth
manifold with a boundary, are studied. The regularity of ®*) inside Q is proved by the
argument in Mizohata [13] for each component. For the regularity near the boundary, the
technique in [14] is applied. The higher regularity estimates of the eigenfunction are also
obtain in this process. O

Lemma 2.2 (Trace inequality). For any n > 0, there exists ¢(n) > 0 such that

| oards <n [ 1vowlds+etn) [ staris (o€ H@)
o9 o Q
See Mizohata [13; Chap.3] for the proof.

Lemma 2.3. If ¥ € H(Q;R?) and ¥ x v = 0 on 052, then

/|r0t\Il|2dx+/|div'Il]2dx=/|V\I’|2dx+/ H(z)|¥(z)|* dS.
Q Q Q o0

Here H(z) is the mean curvature at z € 0 with respect to the unit outward normal
vector v.

(Proof of Lemma 2.3) The proof is carried out through the straightforward calculation. O

Proposition 2.4 (Max-Min principle). The k-th positive eigenvalue Ay is character-
ized by the following formula.
Ay = sup inf{R(®) |2 X,® L Xy, ® L E}

ECXg,dimE<k-1

Here E is a subspace of L?(£2;R?). For Max-Min principle for more general frame work
of selfadjoint elliptic operators in Hilbert spaces, see Reed-Simon’s book.
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We begin the domain variation problem for electromagnetic eigenvalue problem. For
the domain §(¢), we consider the following eigenvalue problem,

{rotrot@—)\tbzo, div® =0 in Q(e),

(2.6) ®@xv=0 on ANe).

From the formula rot rot = V div — A, the eigenvalue problem (2.6) is also written as
AP+ AP =0,divd=0 in Q(e),
®xv=0 on 0.

Definition. Let {\;(€)}$2, be the set of positive eigenvalues (of (2.6) ) which are arranged
in increasing order with counting multiplicity.

2.7)

Definition. Let {®®}2  be the corresponding system of the eigenfunctions, which is
orthonormal as

(@7, @) 120(eyre) = (P, q)  (Je] : small, p,g 2 1).
We have the following result.

Theorem 3. Assume that the k—th eigenvalue Ax(0) is simple. Then Ag(e) is differen-
tiable at € = 0 and its derivative is given by the following formula.

dale) / k2 _ o 020" 2 (k)2
de oo = Jog [V =25 + (2K = M(0))[ 257" ) pdS

+2 / (@), 1) (rot B x Vp,v)dS
a0
Here K(z) is the Gaussian curvature of 02 at . Vp is the gradient field in the tangent
space of 0X2. :

Remark. In the case of multiple eigenvalue A, (0), Ax(e) is right-differentiable and and
also left-differentiable. However they may not agree with each other in general.

In the later sections, we draw a rough sketch of the deduction of the asymptotic
formula. But we do not give the justification of the formula. See Jimbo [9] for the
complete proof.

§3. Transformation of the problem

The method of the proof is to make a transformation (diffeomorphism) v, : 2 — Q(e)
and to transform the problem to fix the domain (through the change of the variable
z = 7(y)). So the problem on the e—dependent variable domain reduces to the equations
which includes € in coefficients. So we prepare the transformation map and calculate the
equation in a fixed domain 2.

Lemma 3.1. There exists d, > 0 and a smooth diffeomorphism map
Ye : 2 — Q(e)
such that . depends smoothly on € € (—d¢, ) and
(B1) %€+ t(O) =E+ (t+pEW(E) for €€ DN, [t] <o, el < .
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(Proof) Prepare a coordinate near the boundary 8 and consider the map which moves a
point of the dy—neighborhood of 9 as in (3.1). We can construct a smooth map ~, with
this property using a smooth cut-off and extension up to the whole Q. O

We prepare some notation. The variation of the map ~. under perturbation by e is
given by a vector field g as follows,

o) = (@) 50 0s) = 2L yen)

‘From the condition (3.1), we have

(3.2) D6+ (€0 = P(OVIE) for €€ 00, 1t] < 0.

This formula is also wrltten as

g€ +tw(€)) = p()v(€) (£ €09, t] < do).

- Take the derivative of the both side of this expression with respect to ¢t and put ¢ = 0, we
have the following property of g.
Lemma 3.2. (8g/0y)v = 0 on 0Q.

We start the calculation of the variational equation. We denote the unknown variable
by ® and the transformed unknown variable by ®. Their relation is

®(y) = (®ov)(y) (yeQ).

We express the unknown variable @ by its components as follows.
B(z) = (21(2), B2(2), B3(2))',  B(y) = (B1(y), Pa(y), P3(y))*
Accordingly we have \ »
Bily) = (Bior)(y) (¥eQ 1=1,2,3).

We calculate the system of equations for ® with the boundary condition. v = (v, vs, v3)
is the unit outward normal vector on 92. We extend this field v up to some neighborhood
of 99 for later convenience such that v(z) = v(£) for z = & + tv(€) with £ € 09, |t| < d.
A direct calculation gives

e 0d;, 0%; 0¥, ~  0d; 0%; 0P

3y (y)).’ V:®; = (('3_3:1’ 8_3:2’ 3_1:3)’ qu)i = ( )

9y’ By, Oy
5 071,e/0y1 Ov1,e/0y2 Ov1,e/Oys

Vy®i(y) = Vo ®i() (

t

Ye(¥) = (1,6(¥), ¥2,¢(¥), 13,6 (¥))5, 5 0Y2,e/0y1  0Ya,e/O0y2 072,e/Oys

a’}’3,6/ Oy 3’)’3,6/ 0yo 3’}’3,6/ 0ys

We get the transformed equation.

(3.3) div, (det(aa )V, @z[a%] ([Z’;] ))+)\d t(%y)@ =0 in Q (i=1,23).

The ”div-free” condition is written as

.4 D) DL TICATHIS RS
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For a matrix M, My denotes the (£, k) component of M and M is the transpose of M.
We calculate the boundary condition for ® on 9. The unit outward normal vector v, at
z = 7¢(y) on de) is given by

ve(1e(¥)) = [(87/89)' @)1~ v(®)/1[(87/8y) ()] 'v(y)] for y € O
Since ®(7e(y)) = ®(y) at y € O is parallel to v.(7c), we have that [(87./0y)t ()| ®(y) is
parallel to u(yl due to the above expression of v.(7.(y)). So we get the following boundary
condition for ®.

[(87:/3y)!(¥)]@(y) x v(y) =0 on 99
We write each component as follows.

69 Bnm G +n0) ) + Ban) T + ) F)
+Ba(-n(0) 2+ (1) ) =0 on 00,

(36) B1s() G2 — () F2) + Baoa) G~ (0 52
+85(1s(y) %";31" () %’;“:) ~0 on 9,

61 B + )T + Ea ) G )5

~ 073, 073,
P, (— 2 —=2) =0 Q.
+®3(—v3(y) B0 + 1,(y) 8y3) on d |

We have obtained the reduced system (3.3)-(3.7) in .

§4. Pertubation Analysis

The positive eigenvalues {\¢(€)}$2, and the corresponding eigenfunctions {®®}
have the have the following properties
(41) ((DEP), (pgq))Lz(Q(s);R‘*) = 6(17’ Q)a (I‘Ot Qgp)’ rot ‘D£Q))L2(n(e);]g3) = 5( ,Q))\p(f).
By the aid of the max-min principle (Proposition 2.4) for At(e) in (2.6) with the (almost)
test functions <I>((,k)('y€‘ 1(z)) (k 2 1), we can derive an upper estimate
(4.2) )\k(e) S Ax + O(e).
To obtain the lower estimate, we first note that there exists a constant dx > 0 and ¢, > 0
(from (4.1),(4.2)) such that

(4.3) 180 i ary) S ek for €| < 6.

~(k
Recall <I>£ )(y) = (®%) 0 4.)(y). As the tranformation z = .(y) smoothly approach the
identity map, we have the following estimates (with the aid of Lemma 2.2 and Lemma
2.3).

Lemma 4.1. For each k € N, there exists a constant c(k) > 0 such that

= (k)

|®, || are) S c(k) for small € > 0.
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As Q(e) depends smoothly on €, we can apply the regularity argument for ®* in the

boundary value problem (26) which is developed in the famous Morrey’s book [14]. We
can have the following regularity.

Lemma 4.2. For each k € N, there exists a constant ¢/(k) > 0 such that
~ (k
||<I>£ )”Cz(ﬁ;R:;) < (k) for small € > 0.
Take an arbitrary sequence {€(p)},>; such that lim, , €(p) = 0. Then, there exists a

subsequence {e(p(m))}S_, and an orthonormal system {©®}2 in L2((; ]R3) such that

strongly in L?(€2; R®) and weakly in H'(€; R®) and divO® =0 in Q, ©® x v = 0 on 9.
From (4.2), (4.4), we have
(4.5) Ag 2 lim inf A(e(p(m))) = lim inf Irot @), ., (@)*dz

m=ee M JQ(e(p(m)))

—hmmf/ |rot<I> m))( )Pdy 2 /|rot@k)( )|Pdy.

From the orghogonality of {©®)}22 in L2(Q; R®) NX3" with (4.5), we have [, [rot ©®)|2dy =
Ay for k 2 1. This implies ©%) is necessarily a k—th eigenfunction. Eventually we get the
convergence limy, o, Ak (€(p(m))) = Ax. Since {¢(p)} was arbitrary, we have the following
result.

Proposition 4.3. lim,_,o A\;(€) = A (kK 2 1).

To study the detailed asymptotics of Ag(€) for € — 0, we need to find a candidate of
(dAr(€)/de)je=o-

To calculate the derivative of the equation of (3.2)-(3.3) and the boundary condition
(3.4),(3.3),(3.4), we prepare some formulas. ‘

Lemma 4.4. Let A(¢) be an invertible square matrix which is differentiable in . Then

we have
d d

@Al — _a(e -1 2 -1
(4.6) deA(e) Ale) deA(e)A(e)
Moreover, if A(0) = I (Identity matrix), then
o d B dA(e)
(4.7) Eﬁ—det A(€)je=0 =Tr ( de | 0) .

(Proof) This is proved by a direct calculation.

Since v(y) = y (Identity map), it follows (07yy/0y) = I. Hence we can apply the
above formulas (4.6), (4.7) to the Jacobian matrix dv./0y, we have

4 _99W)
de 0y " |e=o oy

(4.8)

(49) et =dv o)=Y,
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[Variational equation]

Fix a natural number k hereafter. Drop the index k and denote ®, = ¢I>(k) <I> ¢I>(k)

A(e) = Ax(€). Note that & = ®, because 7, is the identity map. Assume that ®., \(e )
is differentiable in € at 0 and put

(4.10) T(y) = (1Y), Talv), Va(v)* = (08, /06)eco, & = (dAe(e)/de)(0).

We seek for the relation which ¥ and & should satisfy if they exist. Take the derivative
of (3.3),(3.4),(3.5),(3.6), (3.7) and put € = 0 and calculate by the formula (4.8) and (4.9)
and substitute € = 0, we get
09 . (99,

+(32))
dy 0y

+R‘I)0i -+ /\(0)(d1vg)<1>0, + /\(0)‘1’, =0 (y € Q,’L = 1, 2,3),

(4.11) div (V¥;) + divy((div )V ®e;) — div(VPei( 5=

e oo ~ng
4.12 divW¥ = o in Q.

From (3.5), (3.6), (3.7), we have the boundary condition for ¥ which gives the values of
v x W on 012, '

B Oon dg 0gs 092 093 093
(413) \I’ng \1/11/2 = (1)01 (Vza v 1/1 ) + <I>02( ayl 141 ay2) + @03(1/2 ayl 14 ayz y
og1 og1 dg 092 0g3 dg3
4.14) V,v3 — T ® —— — 4+ &g (== —13—)+ P - —y3—),
( ) 173 3 = 01(V1 Bys 38 1) 02( 16 s V38y1) 03(1/16 ] 33y1)
0 3!]1 092 093 093
4.1 — = — — Y= o —
(4.15) W3vp — Wovs = Po1(v3 o vag 3) + o2 (v 3 vy 8y3) + D3 ( 35 vy ay3)

For the domain derivative of solution of poisson equatlons, we can learn a lot of things in
Murat-Simon [15,16]. For later convenience we define the vector field 1, by

99 :
Py = (ay)ti’o in Q.

Using 4, the boundary condition for ¥ (i.e. (4.13),(4.14),(4.15)) is equivalently written
by

(4.16) Uxy=1,xv on ON.

We multiply both sides of the equation (4.11) by ®(; and sum for i =1, 2, 3.

Z/ {‘I’OzA‘I’ +‘I)0zd1V((d1V9)V‘I>m) ‘I’ozle(V‘I’Oz(gg (gZ) ))}dy

+ Z / K®Z; + M(0)(divg)®2; + A(0)¥;®¢;)dy = 0.
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Denote the left hand side by J. Substitute AW = —rot rot® + V div ¥ into J with (4.12)
and integrate by parts, we get

J :_/Q(%,V(Z a;‘” agf)) /Q<<1>0, (—v) x rot ¥)dS — /Q(rot &, rot ¥)dy

i,6=1

+Z/{<I>md1v ((divg)V®y;) — <I>0,d1v(\7<I>gz(gz (gz) )}y

#3608+ A0 v+ A0y

/ @0, Z a¢01 8gZ)dS / le @0 (Z a¢O'I. agl

6ye Ay = Oue 33/@

(rot ¥, & x z/)dS (rot ®j, v x ¥)dS — /(rot rot @, ¥)dy
0

+Z / B, (divg) (v, Vq;)dS — Z / (divg)|V®e;|2dy
i=1 Y0 ' i=1 7«

[2/9]

3 9g , 09 : dg 09,
+Z | (623 2(0)ive) 2, + 20) i)y

Using @3 x v = 0 on BQ and rotrot ®y — A(0) ®, = 0 and div® = 0 in Q, we can
simplify this expression and get

0®y; 0, /
/ (Do, v)( ; P ay, )dS 6Q(rot¢1>0,z/x\I')dS

3 3

" +Z/ Q;(divg) (v, V®;)dS — Z/(divg)|V<I>0,-|2dy ‘

8 a dg
—Z [ 2t veu + 2y dS+Z | (7, v0u(GE + Gy
5> / (585 + A(0) divg) 83)dy
=1 Q
J=- AdS+/ BdS — / , V)| V®;|2dS + 2 / , V&) (v, Vy;)dS
N an Z g I ° ' . Z N g ’ 0>

Z/ (g,v fbgzd5+nZ/<I>gzdy
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Here A, B are given as follows. Note that the expression of v x ¥ is substituted.
A = (rot o, v x ¥)

0oz 0P o9 og 092 092 093 093
= - oy (3L — + oo (vs 22 — 4 Bog (s 2 — 1y 2B
( 0y2 0ys3 )[@or (s 3 0y, Vzaya) o213 3 By, & 6y3) oa V2 0y2 "2 0ys )
0%y, 03 0g1 0g 092 092 093 093
(Lo _ Psyg _ + Doy (11 22 _ + By (14 28 _ 1, 758
o~ 7 B0y, ~¥2y,) * Py, ~ 10y, + Pl 5y,
0®p 09 on O0g1 J92 092 0g3 093
(20 9%iyig 1,99 _ 99y L 0 (1, 282 1 D) 4 B (y 2 — 1y 2R
(ayl 3y2)[ or( By, Oy 2) o2(v2 29y, layz) 03(V23 10y2)]
0%0i 9ge & 0g¢ | 0gj.. O0Pu
B = (&, ) E: +§ (d <I>z Y v+ gy,
(®o P By Ov: 2 ivg)®o ’j’llee(ayj aye) 0 By,

We mention some useful property for the boundary condition of rot ®,.
Lemma 4.5. We have (rot ®,v) = 0 on 0.

(Proof) From the direct calculation near €2, the boundary condition @ X v = 0 on 9%
gives this property of rot ®,. O

[Evaluation of A, B]

We see the values A and B in terms of Q, ®, p. For that purpose, we take an arbitray
point of dQ and a special coordinate around the point to calculate A and B. Take any
point O € 89 and take the orthogonal coordinate y = (y1, %2, ¥3) centered at O such that
v(0) = (1,0,0). We express S by a graph y; = h(yz,ys) near O. There exists a § > 0
and C? function such that

QNU(0,68) = {(y1,¥2,¥3) € R | |y| < &, y1 < h(ya,43)}-

It holds that (0h/dy;)(0,0) = 0, (8h/y2)(0,0) = 0. We can assume that two vectors
(0,1,0) and (0, 0,1) are principal directions in the tangent space of 9§ at O. In this case
ov Oov
—(0) =a(0,1,0), —(0)=p(0,0,1),
2(0)=a(0,1,0, F-(0)=B(0,01)
where o and 8 are the principal curvatures of 9 at O. Put ¢(y) = (®o(y),v(y)) for
y € 09 for simplicity.
We note that

Ul(O) = 1, 1/2(0) = 0, V3(O) = 0, (13‘01(0) = <‘D0(O),V(O)>, @02(0) = 0, (1903(0) = 0,

9910y =0, 22(0) =0, 22(0) =0, 2 (0) = 2 (0),

0 ’ on ’ O 0y 0y2
oq Op 092 vy
(0 0] y A 0] 0 0) = p(0 )
52 (0) = 52(0) ay< ) = (0)52(0) = p(O)a
092 393 393 dvs
2220 O [0 0) = p(0) B,
52(0) = 5(0) =0, 51(0) = p(0)52(0) = #(0) B

From the condition ® x v = O on the boundary, we have

Doi(€)5(6) — By () =0 (€€ 09,154, S3)
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We can operate 8/0y,, 0/0ys (tangential derivative) on the above equations at O and get
the following properties,

0P 0Po3 0%p;
0O) = ady(0), 0) = BP,:(0), 0) = —(a+ B)Pp(0),
F1n (0) = a2y (0) o (0) = B 20:(0) B 0) (a+ )20 (0)
—(0) = ——=(0) =0.
s (0) o (0)
Substituting these quantities into A and B, we have
0D,  0Py3 dp 08p2 0P dp
A(O) = - 0)2P (0)— (2202 _ 0)2P.(0) = (rot By x Vp, v)(®o,
0) = (5= 526(0)22.(0)~(522 - 220415(0) 22.0) = (rot @V, )@,
0Po2 0P op 0%p3 0P

B(0) = 22 (0)g(0)(222 _ 920y | O 1540 I2mm _ O%u,
33!2 , 3.7;1 3y2 32/3 oy ays

+0$(0)?p(0) + °$(0)*p(0) — p(0)$(0)*(a + B)*
= ¢(0)(Vp x rot By, v) — 2K (0)p(0)9(0)?
Note that K(O) = a f is the Gaussian curvature of 9 at O.
Summing up these quantities A(O), B(O) and put them into J = 0 (recall that

Bo(y) = B (1)), we get

aq,(k)
(4.17) K,/Q 8|2 de = /m <|v¢§,’°)|2 =2/~ + (2K (2) - Ak(o))|q>§,’“>(x)|2) pdS

+2 / (@, 1) (rot &) x Vp,v) dS
_ o0
Thus we have obtained the candidate of (dAx(€)/de)(0) which is the value k.
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