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Abstract. We give a different proof of Hitchin’s result : a correspon-
dence between SU(2)-monopoles and solutions of Nahm’s equations.
We also prove that this correspondence gives a hyper-Kéhler isome-
try between the monopole moduli space and the space of equivalence
classes of solutions of Nahm’s equations, equipped with their natural
metrics. Such a result was conjectured by Atiyah and Hitchin.

1. Introduction

In 1983 Hitchin [Hi3] gave an equivalence between

A) an SU(2) monopole satisfying certain asymptotic conditions,

B) a solution of Nahm’s equation satisfying certain boundary conditions.

The correspondence B = A is an adaptation of the Atiyah-Drinfeld-Hitchin-Manin
construction [ADHM] of instantons on S*, and was produced by Nahm [Nal].
Hitchin constructed the correspondence A = B by relating A and B to the third
object:

C) a compact algebraic curve in TP! satisfying certain conditions.

The third object C is interesting to explore in itself, but for the purpose in giving
the correspondence A =- B, this approach is indirect and it is not so easy to prove
that the composition A = B = A gives back the same monopole.

Later Nahm [Na2] and Corrigan-Goddard [CG] pointed out a new approach
which is more direct. From their point of view, the transform which produces
B = A and A = B can be considered as analogous to a Fourier transform, so it
seems very natural, at least philosophically, that two correspondences are mutually
inverse. But they do not check the boundary behaviour of the solutions of Nahm’s
equations. This is the remaining part in their approach.
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Our aim is to fill the hole in their approach. But for the sake of the reader, we
shall give the proofs (sometimes only in outline) in the whole steps.

Let us give the precise statement of Hitchin’s result. Our objects are the
following:
A) An SU(2) connection A on a rank 2 hermitian vector bundle E over R? and a
skew hermitian endomorphism ® (the Higgs field) satisfying
A1) (the Bogomolny equation)

*RA = dA(I),

A2) the asymptotic expansion as r = |z| — 0o, up to gauge transformation,
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where k is a positive integer.

B) A hermitian connection V on a hermitian vector bundle V' of rank k over
the open interval I = (—1,1) and three skew-hermitian endomorphisms T, €
I'(I; Endskew(V)) satisfying
B1) (the Nahm’s equation)

1
ViTo + 5 ;sag.y[Tg,T,y] =0,
Y

B2) T, has at most simple poles at ¢ = 1 but is otherwise analytic,
B3) at each pole the residues of (11,75, T5) define an irreducible representation of
s5u(2). Namely near the endpoint ¢ = 1, in a covariant constant basis, we can write

Qo
Talt) = 1220 + ba(t),

where b, is analytic in a neighbourhood of ¢t = 1. Then
x1e1 + Taes + xze3 — —2(x1a1 + T202 + T303)

defines a k-dimensional representation of su(2). (This is a consequence of the
Nahm'’s equation.) Here (eq, ez, e3) is a basis for su(2) defined by

(i 0 (0 -1 (0
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The last condition says this representation is irreducible, and similarly at the other
pole t = —1.

Now our main result is



Theorem (Hitchin [Hi3]). There is a natural equivalence between monopoles sat-
isfying conditions A and Nahm data satisfying conditions B.

The formal aspects of the proof is the same as the instanton case (see [Na2,
CG]). In this case the similar proof but incorporating the complex geometry was
given by Donaldson in [DK]. These two methods were used and presented side-by-
side in [KN]. We shall adapt Nahm-Corrigan-Goddard’s method in principle, but
use the complex notation hoping that it makes the calculation familiar.

The paper is organized as follows. In Sect. 2 we give the correspondence A = B.
In Sect. 3 we review the construction of monopoles from Nahm data, i.e., B = A.
In Sects. 4 and 5 we prove that two correspondences are mutually inverse. Section 6
takes up an interesting side-issue: we show that our correspondence gives a hyper-
Kaéhler isometry between the space of equivalence classes of solutions of Nahm’s
equations and the moduli space of monopoles, equipped with their natural hyper-
Kéhler structures. This was conjectured by Atiyah and Hitchin [AH]. Section 7
provides some remarks. In the appendix we shall give a proof of Lemma which we
need in Sect. 2.

In a future work, the author hopes to extend Main Theorem to SU(m)-monopoles.|]
The only thing left is to study the boundary behaviour of the solutions of Nahm’s
equations. There are results of [HM] in this direction.

2. From Monopoles to Nahm’s equations

The purpose of this section is to obtain from an SU(2)-monopole (A4, ®) a solution
T, to Nahm’s equations which satisfies the conditions B of the introduction.
For each t € I consider the following operators:

Dsy=Ds+ (2 —it): I(S®E) - T(S® E),
Dy =Da—(2—it):I'(S®E)—T(S® L),

where S is the spin bundle over R? and D, is the Dirac operator coupled with the
connection A. Note that Dj , is the formal adjoint of D4 . Then the Weitzenbock
formula shows

(2.1) D} Day =15 ® (ViVa — (® —it)?),
which is a positive operator. In particular, Dy has no L? kernel. Define
V, = L? kernel of D;'Lt.

By an index theorem [Ca] the index of the operator D4 is equal to —k, and we
have Ker Dy, = 0. So V; defines a vector bundle V of rank k£ on I which is a
sub-bundle of the trivial bundle L?(R3; S ® E) over I. (We denote by W the trivial
bundle whose fiber is a vector space W.) Let 7 be the orthogonal projection onto
V. Define a connection and three endomorphisms on V' by

oy

Vb =m(Gp) Ta(®) =mlizay),  a=123

Note that iz is in L? since v decays exponentially as r = |z| — oo.



The skew-hermiticity of T, is automatic from the definition of T,,. So we first
study the boundary condition B2. Since the behaviour when ¢t — +1 is similar, we
only study the case t — —1.

In the following calculation, we use the constant C' in the generic sense. So
the symbol C' may mean different constants in different equations. The important
point is that C' must be independent of ¢, since we want to study the behaviour as
t— —1.

As shown in [Hi2,p.591], under the condition A1, there is an asymptotic gauge
in which the Higgs field is the form of B2 and the connection matrix has the
following asymptotic behaviour:

A5 0 .
(% 4)+ou,

where Ag is the connection form for a homogeneous connection on a line bundle of
degree k over S? = P! extended radially to R3\ {0} (A is its dual). Take a radial
coordinate system (r,0). The spinor bundle of S? x (0,00) is isomorphic to that
of S2, hence decomposes as ST @ S~. Then there exists a norm preserving bundle
isomorphism between S and St @ S~ under which Dirac operators are related by
(cf. [Hil])

0 1 1
. i(a——kf) -D~
Dy =rDgigs-(rp)=| O T o,
-Dt =i+ )
r or r

where D* is the Dirac operator on S?. Let denote the Dirac operators on S?
twisted by Ao, Aj by Djlto, Dj‘%. The operator D} , can be represented as follows:

« B 0 _
DAJ, = ( 01 BQ) +O(T 2)?

where 5 L
. +2 1__
(- F+t—14+——) -Dj.
B, = or ) 2r 9 r o L9 7
-Df. —i(=——-t+1— ——
r A Z(ar + 2 )
0 k—2 1
' t41——= Dy
By = Z(3r+ + 27“) r Ao
i Ipt 72(27t71+k+2)
4o or 2r

Let R be a fixed positive number and y a cut-off function which is 0 on [0, R] and 1
on [R+1,00). Using the isomorphisms St = A% @ H* S~ = A0l @ H* (where H
is a hyperplane bundle), we can define ¢ € L?*(R* S®E) from f € HY(P'; O(k—1))
by
$(r.0)= (0 0 x(r)e= D F(9) 0)"
Then it satisfies .
0 —2
DX pls < Ce” D" (r 1) 77 2,



for some constant C' depending only on (4, ®), x and sup |f|. This means that 1) is
an approximate solution of D} ;4 = 0. A real solution is given by ¢ — Da +¢p where
© is the unique solution

(2.2) D} Dayp =15 @ (ViVa = (® = it)*)p = Dj 1.

We shall show that Dy ;¢ is small relative to 1, so the boundary behaviour of T,
is determined from ).

The equation (2.2) can be uniquely solved by the same method as in [JT,
Proposition IV.4.1]. Please see [JT] for details. The solution ¢ is the minimum of
the functional

S(p) = IVavllzz + 1@ — it)ell 72 — 2{p, DX i) 1.

This is strictly convex, differential and coercive, so has a unique minimum. In
particular, S(¢) < S(0) = 0. Hence,

(2.3) IDaselliz = [Vaelze + 1@ — it)olliz < 20, Di 1) L2
If R is sufficiently large and ¢ is near —1, we have an estimate

(L+t)el <2[(®—it)p] InR*\Ba.

So we get
(24) (o2 [ P de< (@ - il

R3\B g_

1+t
On the other hand, the integral over Bl’% can be estimated by using the Holder’s
and Sobolev inequalities as
(2.5) (1+ t)Q/ |0? dz < Cllellzs < Clldlgl |72 < CIVaplZa,
B

R
T+t
where we have used the Kato’s inequality in the last step. Substituting (2.4) and
(2.5) into (2.3), we get
[Daspllrz < C(L+8)7HDA |22

Direct calculation shows that

IDA ¥ llre < C(L+ 1) |19l .

Hence Dy +¢ is small if ¢ is sufficiently near to —1, as required.

Thus we have obtained a trivialization of the bundle V' near ¢ = —1 (after the
Gram-Schmidt orthogonalization). This trivialization is not covariant constant, but
the trace-free part of the connection form is bounded. Hence it is enough to study
the asymptotic behaviour in this trivialization. So the condition B3 follows from



Lemma 2.6. Let a, be an endomorphism of HO(P; O(k — 1)) defined by

<aaf17f2> = /P1 <i$af1,f2> dv.

Then a non-zero constant multiple of a linear map rie1 + xoeo + x3€3 — T101 +
xoag + x3as defines an irreducible k-dimensional representation of su(2).

The proof will be given in the Appendix. Remark that we will prove that T,’s
satisfy the Nahm’s equations below, so the constant must be equal to —2.

Proposition 2.7. The endomorphisms T, and the connection V satisfy the Nahm’Ji
equations
1
VtTa + ngaﬁv[Tﬁ»Tv] = 0? = 1a2a3'
By

Before entering the proof of this proposition, we prepare the complex notation
as in [Do] by breaking the natural symmetry and choosing a particular isomorphism
R3 =R x C.

Fixing a trivialization of the bundle V', we write the connection V as % + Tp.
Put

1 1
o = §(T0+ZT1), ,6:§(T2+ZT3)

Then the Nahm’s equations become the following pair of equations:

% +2[a, 8] =0 (the complex equation),
%(a +a*) +2(Ja, ]+ [B,6%]) =0 (the real equation).

To prove that T,’s satisfy the Nahm equations, it is not necessarily to check both
the complex and real equations: If one can check the complex equation, then he/she
also gets the real equation by changing the isomorphism R3 =2 R x C.

As is well-known, a monopole (A, ®) on R = {(x1,z2,23)} can be identified
with an R-invariant instanton B on R* = {(x¢, 21,72, 23)}. The operators Dy,
Dj ; correspond to the Dirac operators Dg)t, Dy, respectively, where the sub-
script ¢t means that the operators are twisted by a flat connection itdxy. Using the
isomorphism R* = C2, we have isomorphisms

S+ — A0,0 D A0,2 S~ = A071
and the Dirac operators are written as
D = V20,1, 95,): Q°(B) & Q"2 (E) — Q"' (E),

Dy, =V2 <ZB¢> QOYE) - QY(E) e Q%2(E).
Bt

Correspondingly, we denote components of Dy ¢, D} ; by Dolbeault operators:

DA,t = \/i(gA,tvg,:’t)a Dz,t = \/5 (gA’t) .
At



Then the followings are “key identities” in our calculation:

_ 9 _ ,
(2.8) [Oa,t, o 1] =0, (04,4, w2 + i3] =0,

where z,, is the multiplication of a coordinate function. These identities means

that “z; = fi% + ix7 and zo = x5 + itx3 are holomorphic” which is true on

C?% = {(21,22)}. We shall use this funny notation, hoping this causes no confusion.
In this setting, the formula (2.1) is

2.9 F) ’6 7A,t _ A .t 713,t7A,t _ - At ;
( ) ( At A,t) <8A,t ) (8A,t8A,t aA’taA,t 2 0 AA’,:

where Ay = V;iVa — (@ —it)2.

Proof of Proposition 2.7. Let G4 denote the Green’s operator Azlt. Then the
orthogonal projection 7 is given by

T=1-— DA’t(ls X GA7t)DIZ,t.
Let ¢ € V;, i.e. an L?-solution of Dj ¢ = 0. By the definitions of V and T,

. d w /s
1219 — (a +2a)) = Da(lsg ® GA,t)DA,t(Wl%/J)
12910 — 20 = DAﬂg(lS & GA,t)DZ,t(iZ21/))~

(2.10)

Using the “Dolbeault” operators and the formula (2.8), (2.9), we find

(2.11) 122(% +2a)y) — 2iz1 1) = 204,{121Ga,104 4 (1229) — 120G 10y 4 (i217)) }.
Projecting to V;, we get the complex equation

g _
’ +2[e, 8] = 0.

This completes the proof. [

3. From Nahm’s equations to Monopoles

In this section, we shall construct an SU(2)-monopole from a solution of the Nahm’s
equations.

Suppose that we are given Nahm data satisfying the conditions B in Sect. 1. Let
consider the Sobolev space C?2 ® WO1 -2 (I; V) of sections of C? ® V whose derivatives
are in L? and the boundary values are 0. Similarly let C* @ L?(I; V) be the space
of L? sections. For each € R3, define an operator ®,:C? ® Wol’z(l; V)—-C?’®
L3(I;V) by

3
D, =12 @V, + Z(ea @ T — iTaeq ® 1y),

a=1



where {e1, ea,e3} is the standard basis for su(2) (see Sect. 1). In the matrix nota-
tion, this is equal to

o _ (@t2e 280\ (- iz
v 273 % — 2" 129 T ’

where 29 = 3 +ix3 as before. Let ©% be the formal adjoint operator of ©,, which

is given by . .
L + 2a* 20* Y —iZo .
z 253 —4 _2q izo T

The Nahm’s equations imply

3
(3.1) DD, =12 ® (v:vt + ) (To —iza)* (Ta — ia:a)> .

a=1

This identity is an analogue of (2.1). Then one can show that Ker®, = 0 for all
r € R3, so Ker®? forms a vector bundle E over R3. The index is equal to —2
[Hi3], so rank £ = 2. Since E is a subbundle of the trivial bundle C* @ L?(I;V)
over R3, it inherits a hermitian metric and a connection A. More precisely, if p is
the projection onto F,

da=pod.

We define the Higgs field ® by
d =poit.

Then Hitchin shows that

Theorem 3.2. The connection A and Higgs field ® satisfy the Bogomolny equation
xRpo = da® and the boundary condition A2.

Proof. We shall give the proof for the Bogomolny equation. Our proof is “dual” to
that of Proposition 2.7. For the proof of the boundary condition, see [Hi3].
Let define

d
+ 200+ 24 . d
o ( 9 — iz ), T = (20 — iz, o 200 — x1).

Let F, be the inverse of ViV, + Zz:1(Ta —i24)*(To — ix4). Then the orthogonal
projection p is given by

p=1-9,(lc2 @ F,)®s =1 —0,F,0; — 7 Fy7s.
Consider the following operators (cf. Sect. 2)
D=D+it:T(S®C>e L*(I;V)) - T(S®C*® L*(I;V)),
D* =D —it:T(S®C?® L*(I;V)) - T'(S® C?® L*(I;V)),

where D is the Dirac operator associated with the trivial monopole on C? ® L?(I; V)I
Denote by 0, 8" the associated “Dolbeault” operators. Namely

D=+20,0), D'=+2 (fg) .



If we define 94 (We set the parameter ¢ = 0.) from (A, ®) as in Sect. 2, we find
Ono=p0=(1—-0,Fe0% —715F,7:)0.

Then

(3.3) 5,4705,470 =0

follows from 90 = 0 and the identities

(3.4), [0,0] =0, [0,7] =0

which mean that o and 7 are “holomorphic”. These are analogue of (2.8). Now
changing the complex structure, we get the full Bogomolny equation from (3.3). O

4. Completeness

We now study the composition of the transformations given in previous sections.

a monopole g Nahm data g a new monopole
(A,9) (V,Ta) (A", @)

Starting from a monopole (A4, ®) with the monopole charge k, we construct Nahm
data T, satisfying the conditions B in Sect. 2. Then we can construct another
monopole (A’,®") from this data as in Sect. 3. The aim of this section is to show
that these data (A, ®) and (A’,®’) are gauge equivalent. This will show that all
monopoles arise by the construction given in Sect. 3.

First we shall construct a bundle map from the original bundle E to a new
bundle E’ on which (A", ®') lives. Fixt € I. Let ¢ € C>®V;. Since V; is a subspace
of L?(R3; S ® E), we can define a section of S ® C? ® E by

d
(4.1) K = Ga[D} 4 (—% + iz )],

where z = Z‘Z:l Taeq. The commutator [D} (=4 +iz)] is given by a Clifford
multiplication of a constant vector, so can be applied to ¢ which is defined only at

t. Moreover, since i € Ker Dy ,, we have

d .
Ky = GaDj (—% + iz ) 9.

Using the identification of S with C2?, we have a contraction map
w:S® C? = (51, 82) X (tl,tz) — S1tg — sat1 € C.

Then the map V; 3 ¢ — (wKy)(x) € E, gives a bundle map from the trivial
bundle C? ®@ V; over R® to E. Taking the hermitian adjoint, and moving ¢, we
finally obtain a bundle map

kE— C*oT(I;V).



First we show that the image of  is in C?> @ W~12(I; V). As is obtained in
Sect. 2, we have an estimate

IGaeplle <CA+8) gl for p e LX(S® B),

if ¢ is near —1. Since ¥y € C2 @ V; = C? ® Ker Dj ; satisfies an elliptic partial
differential equation, the above estimate and the LP-estimates (cf. [GT, Chapter
9]) give us

[(WK)(2)] < C(L+ 1) 9]l 2

for some constant C' independent of ¢ (which may depend on ). So if f € C?> ®
Wy2(I; V), we have

1
[ @Ko b < Ul ye < Nl

This means that the image of k is in the dual space of VV01’27 ie. W12,

We will prove that the image of x is, in fact, contained in L?, later. So the
following proposition merely means that the image of  satisfies a certain differential
equation at this moment, but later it will mean that s is a bundle map from E to
E'.

Proposition 4.2. For each x € R? the image k(E,) is contained in Ker D%.

Proof. The calculation is the straightforward adaptation of that in [KN, Proposi-
tion 6.1].

We rewrite (4.1) by using the complex notation as in Sect. 2. For ¢ =
(th1,1)2) € C? @ C§°(I;V;) the section wKy1) can be rewritten as

V2Ga, {gz,t(izz% —iz12) + Oa . (iZ191 + iEzl/&)} ;
where z1, Z1 are as in Sect. 2. We have the following identities (cf. [KN, Lemma 6.2]):]j
(4.3) O, iz1] = [Ty iza),  [Tayviz1) = —[Oay 173,
which can be checked easily. Hence we get
(4.4) WK = 2V2Ga 0y (izah1 — i21902) = 2V/2 Ga D 1 (2191 + iZ21)s).

From (2.11), we find

GA,taA,t{ZZQ(% +2a) 1 — 2iz21 81} = 121G 10y 4 (i2091) — 1220Ga 10y 4 (i2191).

The integration of the right hand side is equal to
1 ., .
(45) / —.TlGA’taAVt(Z.,ng)l) - Z'ZQGA,taA7t(7;211,[}1> dt,
-1

where the term

1
/ aGAvtaAi(ZZle) dt = }IH} GA¢8A¢(1221/)1) - thml GA¢8AJ[(ZZQ’(/}1)
1 — —_——



drops because v vanishes near the boundary. (Remember iz = % —x1.) Similarly

we have formula

1
= ok _ d .
/ GA,404,1{2iZ1 8% P2 + Z22(*% +2a" )y} dt
1

(4.6) 1 ) )
:/ —122GA,104,4(1Z102) + 21GA 10,1 (Z272) dt.

~1
Then (4.5), (4.6) and (4.4) imply x*®1 = 0. Since v is arbitrary, we have D*x =
0. O
Proposition 4.7. Imx C C?2 ® L3(I;V).

Proof. Elements represented in the form
D.f4+9 feC’@CE(I;V), g€ Ker ®Fn LA

are dense in C2® L?(I; V). The Im x is orthogonal to ©, f by Proposition 4.2. As
used in [Hi3], an L%solution of D*g = 0 is O((1 — ¢t)*~1/2) near t = 1. Hence
when k > 1, the L%-inner product

/ (g.n(e)) de

-1

is finite. When k£ = 1, T, is bounded. So the equation

3
0=2k(e) = <1(C2 ® Vi + Z(ea ®@ Ty —iTaeo ® 1V)> k(e) (e € Ey)

a=1

implies that x(e) is bounded. So in either case, we have x(e) € L2. O

Proposition 4.8. The bundle map x: E — E’ respects the metric (up to constant),
the connection and the Higgs field.

Proof. Let define
1
Li(g) = [ (Kig)la) dt < E,

—1
for g € C2® L%(I; V). Take a local section 1 of E’ = Ker®*. We regard L, (¥(y))
as a local section of pj (E) over R3 xR?. The section x*(¢)) is obtained by restricting
L.(¥(y)) to the diagonal = y. Then we have

(4.9) Dok (8) = TaoLa(W()| _ + BnoLulww))|

Yy=x Yy=x

where the superscript = or y for da indicates the variable with respect to the
differentiation is done. Using (2.10), we have

25§,th,t5th(iz2w1(y) —i2192(y))

y=z

= (122 — 2B)1 (@) — (121 — (o + 20) () = — t(a),



where we have used D% () = 0 in the latter equality. The integration of the right
hand side over I vanishes because

P2 ()

t—=+1 [[eho|lp2

(This follows from the study of the asymptotic behaviour as ¢ — +1 in Sect. 2.)
Noticing 0a ¢ = 0a o — it, &’ =poit and k*D = 0, we get

dt

y=z

1
Tralew(u)|_, =2v2 [ it GLOL i) — il

y=

=2V2 / | GE D (1222 ()91 (y) - P21 ())a(y)| .

y=x
Substituting into (4.9) and using k*® = 0 again, we obtain

da0k" (1) = K7 (O 09)-

Changing the isomorphism R3 = R x C, we can conclude that k respects the
connection and the Higgs field. If k is a zero map, wK;® = 0 for all ¢ € V;. But
the equation implies ¥ = 0, and it is a contradition. Since monopole connections
are irreducible, k preserves the fiber metrics up to a constant factor. [

5. Uniqueness

We now finish the proof of our main theorem.

Nahm data g a monopole ﬁ} new Nahm data
(V,T,) (4, @) (V',T,)

Starting from Nahm data V', V, T,, (o = 1,2, 3), we construct a rank 2 vector bundle
E over R? with a connection A and a Higgs field ® which satisfy the Bogomolny
equation in Sect. 3. We then get new Nahm data V', V', T by the transform in
Sect. 2. The aim of this section is to show that there exists a isomorphism V =V’
under which V and T, correspond to V' and T”,. This shows the uniqueness of the
Nahm data corresponding to a monopole.

The proof is exactly “dual” to that of the completeness. Fix x € R3. Let
f € S® E,. Since E, is a subspace of C?* ® L?(I; V), we can define a section of
S®C?*®V by
Fy [D3, D,

where D* is the operator acting on sections of the bundle S ® C? ® L%(I;V) over
R3 defined in Sect. 3. Although f is defined only at z, the commutator [D%, D*] is
equal to multiplication by a constant vector, so can be applied to f. Contracting
the S ® C2-factor by w, taking the hermitian adjoint and moving = € R?, we obtain

a bundle map
AV TR S®E)

over I.



First we show that the image of A is in L?>*# for any i > 0. We use the
notation C' to denote a general constant; C' may be different in different equations.
Ifge Wol’Q(I; V'), we have an estimate

3
(Vi Vig + Z(Ta - ixa)*(Ta - 7;5504)979)L2(I;V)

a=1

(5.1)

3
2 . 2
IVegll vy + > INTs - i2a) 922 (r,v)
a=1
2 G 2 %0 2
> [[Vegllzz vy — 0 Z 1 Tagllz2(rv) + 7||g||L2(I;V)7

a=1

V

where § < 1 is a positive number, which will be fixed later. Using the Sobolev
inequlity
lgllcrrz vy < ClIVegll L2 vy

and the asymptotic behaivour of T,, as t — +1, we find
1TagllZz 1) < ClUVeglI T2 (10

Substituting this inequality into (5.1) and choosing § sufficiently small, we get

3
x . x . 1
(ViVig + Z(Ta —i%a)" (To — iT0)9: 9)L2(1,v) = 5(||Vtg|\2L2(1;V) +72|gll7 2 1v)-

a=1

Hence for g = F.h, we have

= Q

I Eebllcrrzvy < —hll2 vy

Fix an € > 0 and take f € L?7¢(R3; S ® E). Then for v € V;, we have
[ 0@ f@) do = [ (o, @F 192.D) 1)) (0) da
R3 R3

< Clpollv, /3(1 +1) 7 @)sor, do < Cellvllv, /]2 g5 m),
R

where C. is a constant depending on e. This shows that A(v) € L**# for any u > 0.
Proposition 5.2. For eacht € I the image A\(V;) is contained in Ker Dj ;.

The proof is exactly “dual” to that of (4.2), and we skip it. Once we obtain
the above, we deduce the following since any L?*#-solution of D} ;¢ = 0 decays
exponentially.

Corollary 5.3. \ defines a bundle map from V to V'.

Finally we get the following which can be proved by the argument similar to
(4.8).

Proposition 5.4. The bundle map \:V — V' intertwines the Nahm data.



6. Metrics on moduli spaces

Our transform identifies the (framed) moduli space of SU(2)-monopoles of charge
k with the moduli space of the solutions of Nahm’s equations of rank k. These
moduli spaces are well-known to admit hyper-Kahler metrics. Atiyah and Hitchin
conjectured that our transform is actually a hyper-Kéhler isometry [AH, p.126]. We
shall verify this conjecture. The corresponding results for the Fourier transforms of
instantons on 4-tori and on ALE spaces are proved respectively in [BB] and [KN]
(in the case of R* independently in [Mal).

We shall review the construction of a hyper-Kéhler structure on the monopole
moduli space very quickly. See [AH] and the reference therein for detail. (The
Analytical footing was established by Taubes [Ta].)

We introduce an equivalence relation ~ on the space of SU(2)-monopoles of
charge k by defining (A, ®) ~ (A, @) if and only if (A, ®) and (A, ') are gauge-
equivalent under a gauge transformation converging to the identity as z — oco. Let
denote My, the set of equivalence classes. Then the following is well-known:

Proposition 6.1. The space My has a structure of a smooth manifold and its
tangent space at [(A, ®@)] is identified with the space of (a,®) which are in L? and
satisfy the equations

xdaa —dad+[P,a] =0

xdg*a—[D,¢] =0.
Here a and ¢ are an su(2)-valued 1-form and function respectively.

The second equation is a linearization of Bogomolny equations, while the first
one means that (a, ¢) is orthogonal to the orbit of gauge group action.

The space of all pairs (a, ¢) has a structure of quaternion module. In fact, if
a = a1dzy +agdxs+azdxs, then (a, ¢) corresponds to the su(2) @ H-valued function
¢+ a1l + asJ + a3 K, where I, J, K are the usual basis of imaginary quaternions.
The equations in (6.1) are H-invariant.

The L%-inner product induces a Riemannian metric on 9t,. Then one can
show that

Proposition 6.2. The almost complex structures I, J, K are parallel with respect
to the Levi-Civita connection of the Riemannian metric. Hence 9y, has a structure
of hyper-Kdhler manifold.

In fact, the Bogomolny equation can be viewed as a hyper-Kéhler moment map
(see [HKLR]) associated with the action of the gauge group, and the moduli space
is a hyper-Kéhler quotient of an infinite dimensional quaternion module.

The construction of a hyper-Kéahler structure on the moduli space of the solu-
tions to Nahm’s equations of rank & is similar to the above. We fix a trivialization of
a bundle V so that the connection is given by V = % +Ty where T} is a skew-adjoint
endomorphism. We say two Nahm data (Ty), (T2,) (e =0,1,2,3) are equivalent if
they are gauge equivalent under a gauge transformation converging to the identity
at the end points of the interval. We denote by 9 the set of equivalence classes.
Then

Proposition 6.3. The space My, has a structure of a smooth manifold and its
tangent space at [(T,)] is identified with the space of (to,t1,ta,t3) which are in L?



and satisfy the equations

dt

72 + [To, to] + [Th,t1] + [To, ta] + [T5,t3] =0

dty

— [To,ta] — [T, to] + Z apy|Ts,t,] =0, a=1,2,3.

B,y=1

The metric on 91 is defined by the L?-inner product. We give an H-module
structure to the tangent space by identifying (o, t1,t2,t3) with to+t11 +toJ +13K.

Proposition 6.4. The manifold My, together with the above structures is hyper-
Kahler.

Now our main result in this section is

Theorem 6.5. The transform =: My — Ny given in Sect. 2 is a hyper-Kdihler
isometry up to a constant factor.

The proof of Theorem 6.5 is very similar to that for instantons on ALE spaces
[KN].

Suppose that a family (T7) (—e < s < €) of solutions of Nahm’s equations is
given. For brevity, we omit the superscript s. Let e, be a unitary frame field for
E = Ker®*. Then the derivative de, with respect s satisfies ®*de,, = —(6D*)e,,
If we normalize de,, by requiring de,, L F, this equation implies

dey, = —D(1g2 @ F)(6D%)e,,

The derivative of the connection A,, = (de,,e,) and the Higgs field ®,, =
(itey, e,) are given by

A, = ((09%)e,, (1c2 ® F)D*de,) — (12 ® F)D*de,,, (6D )e, )

(6.6) 5B, = ((09%)e,, (1c2 ® F)D*ite,) — (1c2 @ F)D*ite,, (50%)e, ).

Next suppose that a family (A®, ®*) of monopoles is given. We omit the super-
script s. Let v; be a unitary frame field for V' = J, Ker D} ;. Then the derivative

of (To)i; = (izav;,vj) and of (Tp)i; = (Ve — 4 )vs,v;) are given by

0(Ta)ij = ((84) - vi = (6®)vi, (15 © Ga,t) D} 4(ixav;))

~ ({15 @ Ga) D3 (imavs), (54) vy — (50,
BT 5y = ((34) o <6¢>>vz,<1s®GAt>DAtdd“;>
<<1s®GAt>DAtilt (54) 03 — (62)u),

where (84) -v; = 322 SA(52- ) 5o " Vi-

a=1

We fix a particular complex structure I, and regard the moduli spaces My
and My as Kahler manifolds. First we shall show that the differential d= of our
transformation respects the almost complex structures, i.e., = is a holomorphic



map. Then changing the complex structure, one can show that = is holomorphic
with respect to each complex structure I, J, K.

We rewrite (6.6) in the complex notation. We identify the monopole (A, @)
with an invariant instanton on R* = C2, hence (0A,J®) can be considered as a
1-form on C2. Then (0, 1)-part of (6.6) (up to a constant factor) is given by

(09%)ey, (Le2 © F) D3 (e,w0)) + (12 @ F)D Dey, (9D*)e, )

(6.8) — _
= ((07)ey, F'T0 (eywe)) + (Fo™ ey, (d0™)e,),

where the inner product is taken over the fiber component, have nothing to do with
the form component, and wc is the (0,2)-form of unit length. Recall that {v;} be
a unitary frame for V. Substituting A = (w F[©*,D*])*, we find that (6.8) is equal
to (up to a constant factor)

(6.9) ((67)ep, vi)(A(vi), ev) + (vi, (607)ew ) (ep, eA(v2).
Here ¢ is an endomorphism defined by
A%! 35 adzy + bdz, — bdZ) — adZs.
Similarly the (0, 1)-component of (6.7) (up to a constant factor) is given by

(042 4 i0As, —0P — i0A1) vi, e,) (K(epn), vj)

(6.10) _ .
+ (vi,er(en)) ey, (—6® + 1641, —0As + idA3)v;),

where we take a unitary basis {\%d?l, %d?g} for A%! and k(e,) € C* @ T(I; V)

is considered as a (0, 1)-form. Here we have used the decomposition of the matrix
A —6P:S®OFE — S®E:

—0® +idA; —0As +idAs
0Ag +i6As  —0P —idA; )

If we apply I to (0Ty), 67 is multiplied by ¢ and do* by —i. Hence the (6.8)
is multiplied by 4, and we verify the assertion. (REMARK that when we consider
(0A,6®P) as a tangent vector in the moduli space, its (1,0)-part is given by the
(0, 1)-part of (0A,6®), considered as 1-form.)

The only thing left to be proved is whether the map d= is isometry, i.e.
(6.11) (d=(0Ty, 8Ty, 6Ty, 6T3) , (A, 5®)) = c((6Ty, 6T, 6T, 0T3) , A=~ (8A, 6®)).

holds for some constant c. This can be checked by using (6.9) and (6.10) and the
fact : A and x are isometries up to constant factors. Rigorously speaking, we have
not proved that the constants, up to which A and k are isometries, are independent
of (4,®), T,. So the constant ¢ in (6.11) may change if we move (A4,®). But
we already observed that = respects almost complex structures I, J, K. If a map
between hyper-Kéahler manifolds respects almost complex structures, it also respects
the Levi-Civita connection. Hence c is a constant function.



7. Remark

A Fourier transform of invariant instantons. We explain, briefly and without
proofs, how the transformation in Sects. 2 and 3 can be generalized for anti-self-
dual connections on R*, invariant under a subgroup of translation A C R*. This is
already noticed in [BB, p. 272], but it is worth while explaining again.

Let (R*)* denote the dual space of R* and define

A ={\ € (RY* | \*(\) € Z,¥\ € A}

For example, when A = R (this is our case), A* = R3. Define a connection 1-form
A on the trivial line bundle L — R* x (R*)* by

3
A= —2mi Z o dTq,
a=0

where z,, and g, are dual linear coordinates on R* and (R*)*. The action of A x A*
on R* x (R*)* lifts to that on L by

L=R*x (R)* x C3 (z,¢,¢) — (z+ A, ¢+ X", > ) for (A, A*) € A x A*,

This action preserves A.

Now suppose that we have a connection A on a bundle E over R?* invariant
under A. For each ¢ € (R*)*, consider the Dirac operator twisted by the connection
A and A:

ijﬁq: F(SH:{‘* ® E®Llgix{q}) — T'(Sgs ® E @ Llrax(q}),
where SH@ is the spinor bundle over R*. Define
Eq = A-invariant part of the L?-kernel of D/I @

where the L2-metric is taken over R*/A. Assume that

a) A-invariant part of the L%-kernel of Dj’q =0,

b) E= v E, forms a vector bundle over (R%)*.
Then considering E as a subbundle of a (may be infinite rank) vector bundle

H= U A-invariant part of L?(Sgs ® E @ Llgax(q}),
q

we induce a metric and a connection A on E. Here the connection on H is defined
from A and A. The action of A x A* on L naturally induces an action of A* on E
and A is invariant under this action. Changing the role of  and ¢ and using the
dual connection A* instead of A, we define a similar transform (denoted by ) from
a A*-invariant connection satisfying

a’) A*-invariant part of the L?-kernel of DX@ =0,

b') E =|J, E, forms a vector bundle over R*.

to a A-invariant connection. Then one has



Theorem 7.1. If A is anti-self:dual and satisfies a), b), then A is anti-self-dual

and satisfies a’), b’). Moreover A is gauge equivalent to A.

This theorem is not proven in full generality. In fact, we must put the condition
on the asymptotic behaviour of the connection in order to ensure that the Fredholm
theory is valid. In some cases, the connection is not defined over the whole space
and may have singularities (as is observed in this paper). Such a modification and
the precise proof are given only in the cases of A = 0 (ordinary instantons on R*
[ADHM, CG, DK]), A = R (monopoles on R3) and A = Z* (instantons on torus
R*/A [BB, Sc, DK]).

Appendix

In this appendix, we shall give the proof of Lemma 2.6. The following proof is due
to Toshiyuki Kobayashi.

Proof. Let denote by Vj, the unique (k + 1)-dimensional irreducible representation
of SU(2). By the theorem of Peter-Weyl the space L?(P'; H*) of L?-sections of H*
(by which we denote the k-times tensor product of the hyperplane bundle) over P*

decomposes into
1. 7k
2(PY HY) = @ Vira,
1>0

and the space HY(PP!; O(k)) of holomorphic sections is the component V. The set
of coordinate functions {x1,x2,z3} induces the 3-dimensional representation V5.
Then the multiplication of the coordinate function gives an SU(2)-equivariant map

m: L*(PY; H*) @ Vo — L*(PY; H”).
By the Clebsch-Gordan rule
(A.l) Vi@ Vo Z2 Vo @V @ Vi_o.

The map defined in Lemma 2.6 is the composition of

projection
_—

(A2) V@V, 2dwlon®id, r2pl gky o v, ™ [2(PY; HY) V.
It is SU(2)-equivariant, and must be a constant multiple of the projection onto the
second component in (A.1).
On the other hand, the adjoint representation of SU(2) is also V5. So we have
a linear map
VioVo—= Vi, v X — Xv

where V3 is regarded as (the complexfication of) the Lie algebra su(2) and it acts
on Vi by the differential of the action of SU(2) on Vj. This map is also SU(2)-
equivariant, so must be a constant multiple of the projection onto the second com-
ponent in (A.1).

Finally we must check that the map (A.2) is non-zero. It is sufficient to show
that the map

5 L 0 )1, 2 )~ @
>0



has rank strictly greater that dim Vj4o. (Since it is SU(2)-equivariant, the image
is contained in V @ Vi1o.) Elements in V; can be represented by homogeneous
polynomial in zg and z; of degree k:

ko k—1 k=1 _k
20,20 Rly---3R0%] s %1 -
It is easy to see that if we multiply the above functions by z; = % and

xTg = fﬁ’;g“g (where we take an affine coordinate [z : 1] € P! by setting 27 = 1),

we obtain 2(k + 1) linearly independent functions. Hence if 2(k + 1) > k + 3, we
are done. And in the exceptional case k = 0,1, we can check the assertion case by
case. [
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